
 

 

 

 

Online ISSN: 2582-9041   

  

Volume 1, Issue 1 

Volume 1, Issue 2 

Volume 1, Issue 3 

 

2020 



 

1 | P a g e  
Sarah S L, & Mahmoud L A. Intrusion Detection System. 2020 

 

A Novel Intrusion Detection System in WSN 
using Hybrid Neuro-Fuzzy Filter with Ant Colony 
Algorithm 

 
 
 
 

 

Abstract: With the wide application of wireless sensor networks in military and environmental 

monitoring, security issues have become increasingly prominent. Data exchanged over wireless 

sensor networks is vulnerable to malicious attacks due to the lack of physical defense equipment. 

Therefore, corresponding schemes of intrusion detection are urgently needed to defend against such 

attacks. A new method of intrusion detection using Hybrid Neuro-Fuzzy Filter with Ant Colony 

Algorithm (HNF-ACA) is proposed in this study, which has been able to map the network status 

directly into the sensor monitoring data received by base station, accordingly that base station can 

sense the abnormal changes in network.The hybridized Sugeno-Mamdani based fuzzy interference 

system is implemented in both the NF filters to obtain more efficient noise removal system. The 

Modified Mutation Based Ant Colony Algorithm technique improves the accuracy of determining the 

membership values of input trust values of each node in fuzzy filters.  To end, the proposed method 

was tested on the WSN simulation and the results showed that the intrusion detection method in this 

work can effectively recognise whether the abnormal data came from a network attack or just a noise 

than the existing methods. 

Keywords:  Hybrid Neuro-Fuzzy Filter, Ant Colony Algorithm, fuzzy filters, wireless 

sensor networks,  security issues. 

 

I. INTRODUCTION 

ttacks in Wireless Sensor Networks 
(WSNs) aim in limiting or even 
eliminating the ability of the network to 
perform its expected function. WSNs are 
networks with limited resources and 
often deployed in uncontrollable 
environments that an intruder can easily 

access. WSN attacks target specific network 
layer's vulnerabilities but normally affect other 
layers as well. Local sensor activity at multiple 
sensor network layers should be monitored and 
evaluated to detect possible malicious 
intervention. Intrusion detection is the method 
of analyzing and checking for signs of potential 
accidents in a computer device or network and 
also of unauthorized access. Intrusion detection 
This normally occurs by gathering data from a 
number of devices and network sources 
automatically, again and reviewing the data for 
safety issues. 

 According to [1], the annual cost from 
cyber-crimes to the global economy is estimated 

to be more than $400 billion in 2014. This 
statistic stresses the importance of developing 
proper solutions to ensure the safety of 
information systems. In order to protect 
information systems against intruders, different 
preventive solutions have been deployed by 
organizations. Intrusion detection system, a 
type of security management system used to 
gather and analyze information on a computer 
network or on a website to help build a different 
attack safeguard mechanism [2]. Also it is 
recording massive research works on its system 
using data mining which have been flooded by 
many researchers recently as it have the potency 
of classifying and detecting anomalies within a 
network. 

 In many real-time applications, there is a 
need to secure the communication and perform 
an effective data transmission. Due to attacks 
and some hackers, various security issues may 
occur. A lot of researchers were focussed but 
since the tools such as anti-virus programs and 
firewalls are not sufficient to provide constant 
and reliable sources of information. There is a 
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need to test the IDS system by upgrading the 
features of the system and provide integrity.  

 This work focuses on Hybrid Neuro-Fuzzy 
Filter with Ant Colony Algorithm (HNF-ACA) 
helps to predict the malicious node with data 
authentication. This approach is distinct from 
the standard algorithms for intrusion detection 
that treat network traffic condition directly. The 
innovation is that the network status is mapped 
to a base station's measurements to reflect 
changes in network status.  

 The rest of the paper is structured as 
follows: In section 2 the related work of IDS in 
WSN is discussed. The proposed IDS detection 
mechanism using Hybrid Neuro-Fuzzy Filter 
with Ant Colony Algorithm (HNF-ACA) is 
described in section 3. The experimental results 
and discussion is discussed in section 4. The 
conclusion and future work is given in section 5.  

 

II. RELATED WORK 

 In  literature,  there  are  a  few  works  that  
aim  to  combine  between  anomaly-based  
approach  and  hybrid model to benefit from the 
advantages of both detection techniques. In [3] 
proposed a mechanism of Intrusion Detection 
System (IDS) created in a Cluster-based 
Wireless Sensor Network (CWSN). The method 
of feature selection is one of the important 
factors, which affects the performance of IDS. In 
the field of wireless sensor networks an IDS 
architecture inspired by the Human Immune 
System is proposed[4]. However, this intrusion 
detection systems are too resource-demanding.  

 A hybrid clustering method is introduced 
in [5], namely a density-based fuzzy imperialist 
competitive clustering algorithm (D-FICCA). 
However, studying a game-based evolutionary 
algorithm is considered extremely significant. In 
[6] proposed a lightweight, energy-efficient 
system, which makes use of mobile agents to 
detect intrusions based on the energy 
consumption of the sensor nodes as a metric. A 
linear regression model is applied to predict the 
energy consumption. In [7], a game theoretic 
method is introduced, namely cooperative 
Game-based Fuzzy Q-learning (G-FQL). G-FQL 
adopts a combination of both the game theoretic 
approach and the fuzzy Q-learning algorithm in 
WSNs. The energy consumption for intrusion 
detection and prevention  should be focused.  

 In [8] proposed an appropriate 
probabilistic model which provides the coverage 
and connectivity in k-sensing detection of a 
wireless sensor network. However, when 
random deployment is required, determining 
the deployment quality becomes challenging. In 
[9] proposed a Trust Based Adaptive 
Acknowledgment (TRAACK) Intrusion-
Detection System for WSN based on number of 
active successful deliveries, and Kalman filter 
used to predict node trust. Based on hybrid 
models this work is proposing an efficient hybrid 
system for sensor network. The goal in this 
research is to study and implement a new model 
of intrusion detection that combines the 
advantages of hybrid model in cluster wireless 
sensor environment, and surpassing other 
models proposed in the literature. 

 

III. PROPOSED METHODOLOGY 

 Initially, the fuzzy based Hybrid Neuro-
Fuzzy Filter with Ant Colony Algorithm (HNF-
ACA) is considered here to evaluate the 
detection of malicious nodes presented in the 
wireless sensor nodes. Generally, the malicious 
node is stated as the node that does not follow 
the exact behavior, it means there is any 
malicious attack such as modifying the message, 
in some terms the packet may be dropped 
likewise it goes on. Initially, there is a need for 
establishing the cluster based routing along with 
the reputation of a node. Then it is necessary to 
identify the malicious nodes, these parameters 
are based on the trust recommendation value. If 
the process is selected then the routing process 
is made by maintaining the process of each 
route. It is necessary to update the neighbor 
node information to source and destination 
nodes. Finally, for encryption, the RSA (Rivest-
Shamir-Adleman) scheme is used to provide the 
authentication to all nodes based on public and 
private keys. At last the HNF-ACA is used for 
classifying the normal and malicious nodes for 
efficient data transmission in WSN. The 
architecture diagram of HNF-ACA based IDS is 
illustrated in Figure 1. 
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Figure 1. The architecture diagram of HNF-ACA based IDS. 

3.1. Cluster Based Routing 

 The cluster based routing is one of the 
efficient routing methods, here the nodes are 
selected for processing as well as sending the 
data, it is done with the help of high energies. In 
this work, the Cluster is framed by the nodes that 
are based on the parameters of residual energy 
and the trust vector value of reliable nodes. The 
trust is evaluated based on the successful 
delivered of packets among source and 
destination. The routing table of each node 
consists of watch dog mechanism to monitor the 
neighbor nodes data and it is necessary to 
inform the activity. Normally, the routing table 
is made up of packet id, neighbor coverage 
range, packet information, cluster member id, 
link quality, a node to node connectivity etc. The 
residual energy 𝑅𝑒𝑠 of each node 𝑖 at time 𝑡 is 
calculated as in equation (2), for each and every 
node to improve the network lifetime [10]. 

 

𝑅𝑒𝑠𝑖(𝑡)   =
[𝐼𝑛𝑖𝑡𝑖𝑎𝑙 – 𝐸𝑖(𝑡)]

𝑟𝑒𝑔
  (1) 

 

where 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 is the initial energy, 𝐸𝑖(𝑡) is the 
residual energy and  𝑟𝑒𝑔  is  the current  region  
of  cluster formation. With respect to the high 
and medium trust vector value the process is 
determined, the processes of nodes are less 
energy consumption of the node are considered 
as a cluster head or cluster members. The trust 
value 𝑇𝑟𝑢𝑠𝑡𝑖 is calculated as in equation (2), 

 

𝑇𝑟𝑢𝑠𝑡𝑖 =
𝐷𝑒𝑙𝑖𝑣𝑖 −𝑝𝑎𝑐𝑘𝑒𝑡𝑖

𝑟𝑒𝑐𝑝𝑎𝑐𝑘𝑒𝑡𝑖
   (2) 

 

where, 𝐷𝑒𝑙𝑖𝑣𝑖 is described as the delivered 
packets from 𝐷𝑖, 𝑝𝑎𝑐𝑘𝑒𝑡𝑖 describes the packets 
sent from 𝐷𝑖  to 𝑆𝑖, 𝑟𝑒𝑐𝑝𝑎𝑐𝑘𝑒𝑡𝑖 is describes 
received packets sent from 𝑆𝑖 to 𝐷𝑖, 𝐷𝑖  is the 
destination node and 𝑆𝑖 is the source node. 

 The trust value evaluation is made here to 
check highest trust value node and find the 
trusted authenticator. This authenticator 
indicated as Cluster Head (CH) and other 
related trust value nodes are selected as cluster 
member nodes. In case, the selected node is 
already a member of another cluster region, then 
a node of high trust value is selected. Based on 
these CH and members, the cluster region is 
formed. 

Authentication of Message by RSA: The 
message authentication is processed by RSA 
algorithm. One of the most popular methods for 
public key encryption is Ron Rivest, Adi Shamir 
and Leonard Adleman (RSA) and it is one of the 
secure publickey encryption methods [12]. 

 

3.2. Classification Using HNF-MMACA 

 To represent the original node 
representation the authenticate node is used and 
for misbehavior representation, the malicious 
node is considered. Based on these two factors 
the training class is defined. Consider a 
proposed HNF-MMACA system that has 𝑁 
number of nodes in the input samples. The two 
classes are considered here in the training 
example data , i.e., the process has two labels, as 
well as the proposed system use 𝐾 = 2 like class 
groups of hidden nodes, and these nodes 
represents a Gaussian function midpoint with a 
correlated label. The process is a class grouped; 
each Gaussian has a different centre but the 
same label.  

Intrusion detection and classification using HNF-ACA
Normal node Malicious node

Message encryption and decryption using RSA

Cluster based routing

Cluster formation based on energy and trust

Input WSN model
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Proposed Hybrid Neuro - Fuzzy: Structure 
of the Hybrid Neuro - Fuzzy, the fuzzy system is 
classified into Mamdani and Sugeno, which is 
associated with fuzzy rules. The structures of the 
two hybrid NF are identical to each other. Each 
filter is a combination of first order Sugeno and 
Mamdani fuzzy interference system. Therefore, 
the general form of the output function is given 
by equation (3),  

 

  𝑌  =  ∑
𝑎𝑘 𝑣𝑘

∑ 𝑎𝑘
𝐾
𝑘=1

𝐾
𝑘=1   bk(X)                                   (3) 

                                    

Where 𝑎𝑘 is the degree, the input x matches the 
rule computed, bk for the Sugeno model and 
volume of the output fuzzy set is represented as 
𝑣𝑘 and the centroid of the output fuzzy set is 
denoted as Nk. The outcome of both the 
hybridized NF filter is computed by equation 
(10), represents the generalized fuzzy 
interference model which is hybridized the both 
Sugeno model and Mamdani model. Therefore, 
the hybridized model is defined as in equation 
(4) 

𝑅𝑢𝑙𝑒 𝑘: 𝑖𝑓 𝑥1 𝑖𝑠 𝑀1
𝑘;  𝑥2 𝑖𝑠 𝑀2

𝑘; 

 𝑥3 𝑖𝑠 𝑀3
𝑘 𝑎𝑛𝑑 𝑥4 𝑖𝑠 𝑀4

𝑘  

𝑌 𝑖𝑠 𝑁𝑘 (𝑣𝑘 , 𝑏𝑘(𝑋))    (4) 

 

Where the Nk for Mamdani model, or bk for the 
Sugeno model. The Mi

k is represented [13] the 
membership function of the ith input of the kth 
rule.  The essential features are preserved the 
interpretable capability of the Mamdani model 
and also enhance the accuracy of the Sugeno 
model as in equation (5). The hybrid NF 
outcome fetched into the post processor 𝑌𝑝𝑜𝑠𝑡  is 

truncated to the 8 bit integer values. 

The final outcome of the proposed filter 𝑌𝐹𝑖𝑛𝑎𝑙  is 
determined by the average output of the two 
hybrid NF filters. The function round (), rounds 
the element x to the nearest integer. 

 

𝑌𝐹𝑖𝑛𝑎𝑙 = round (
1

2
  ∑ 𝑌𝑝𝑜𝑠𝑡

2
post=1 )                    (5) 

 

The outcome is fetched into the post processor 
𝑝𝑜𝑠𝑡 to produce the final output of the filter. The 
internal parameters of the hybridized NF filters 
are optimized using hybrid learning rule to 
reduce the error.  The antecedent and the 
consequent parameters are optimized using 
gradient descendent and least mean squares 
algorithm respectively. 

MACA based optimization of 
Membership values: The membership values 
are assigned for further optimizing the input to 
improve the accuracy of the system as it decides 
the efficiency of IDS [14].  

 

Table 1. Algorithm for optimal membership value 
Selection using ACA for HNF based IDS 

Input:      Initial Membership values for 
nodes, N that represents the number of 
features (i.e nodes parameters) 

Output:   Optimized Membership values  

1. Formulate the optimization problem as a 
graph that is fully connected. 

2. Assign, initial values of membership to the 
nodes in the network model. 

3. Let number of membership values be 𝑚; 

4. While best membership value is not optimum 
do 

5. Assign the parameter Residual energy 
function is minimum 

6. Spread the membership values on the 
construction graph. 

7. Update the visited membership values with 
their error functions. 

8.   While optimal membership value is not met 
do 

9. Initialize ACA 

10. For each ant do 

11. Choose next node by applying state transition 
rule 

12. Apply step by step pheromone update 

13. End for  

14. Repeat step 10 to 13 until met stopping 
criterion 

15. Update best solution 

16. Apply offline pheromone update  

17. Check stopping condition not satisfied do 

18. Position each ant in a starting node 

19. For  

20. Check the Residual energy function of the 
value 

21. End for 

22. End while 

23. Select best membership value in the values m 
as Mbest; 
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24. Update the global best solution 

25. End while 

26. Return Mbest. 

27. Do IDS using HNF 

28. Calculate the overall feature vector pairs with 
minimal distance MD 

29. Calculate the vectors of MD for all classes 

30. Input can be classified based on the 
conditions using equation (4) 

31. If the classification is made for all inputs, then 
the function is terminated,  

32. Else forward it to the Step 31 process. 

33. Produce the classification results of normal 
and malicious node 

 

 

Figure 2. The Flow diagram of ACA based optimal membership value selection for HNF based IDS  
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IV. EXPERIMENTAL RESULTS AND 
DISCUSSION 

 In this section, the proposed HNF-ACA 
performance is carried out with the traditional 
methods such as D-FICCA [5], G-FQL [7] and 
TRAACK [9] in presence of malicious node 
environment in terms of Detection Rate 
Comparison, communication overhead, End to End 
delay and network lifetime. The proposed IDS are 
simulated with Network Simulator tool (NS 2.34). 
The simulation settings and parameters of the 
proposed scheme are given in Table 2 [15]. 

Table 2. Simulation Settings 

Number of nodes 101 

Area size 
1000×1000 

Mac 
802.11 

Radio range 
250m 

Simulation time 
100sec 

Packet size 
80bytes 

Mobility model 
Random way point 

Protocol 
LEACH 

 

4.1. Detetection Rate Comparison 

 

Figure 4. Representation of Detection Rate 
Comparison 

 

 From the figure 4, when increasing the 
number of features the detection rate is increased 
twice that of the initial conditions.  It is concluded 
that the detection rate of the proposed HNF-ACA 
method has improved with rate of 95%. In exiting 
methods such as D-FICCA, G-FQL and TRAACK 
attains low rate of 90%, 89% and 87% respectively. 
The numerical results of detection rate comparison 
is shown in Table 3. 
 

 

Table 3. The numerical results of detection rate comparison 

No.of 
features 

HNF-
ACA 

D-
FICCA 

G-
FQL 

TRAACK 

150 89 85 80 79 

300 91 87 82 82 

450 92 88 84 85 

600 94 89 86 86 

750 95 90 89 87 

 

4.2. Communication Overhead Comparison 

 

Figure 5. Representation of communication overhead 
Comparison 

 

 Communication overhead is a process of 
integrating an additional or indirect measure of 
resource that includes time, memory, bandwidth 
and a few other resources that are necessary to 
obtain the objective. From the figure 4, when 
increasing the time the communication overhead 
rate is increased.  The communication overhead rate 
of the proposed HNF-ACA method has improved 
with rate of 24. In exiting methods such as D-
FICCA, G-FQL and TRAACK attains low rate of 16, 
14 and 12 respectively. The numerical results of 
communication overhead Comparison is shown in 
Table 4. 

 

Table 4. The numerical results of communication overhead 
Comparison 

Time 
(ms) 

HNF-
ACA 

D-
FICCA 

G-
FQL 

TRAACK 

10 14 12 10 8 

20 16 13 11 9 

30 18 14 12 10 

40 20 15 13 11 

50 24 16 14 12 

0
10
20
30
40
50
60
70
80
90

100

150 300 450 600 750

D
et

ec
ti

o
n
 r

at
e 

(%
)

Number features of node

HNF-ACA D-FICCA

G-FQL TRAACK

0

5

10

15

20

25

30

10 20 30 40 50C
o

m
m

u
n
ic

a
ti

o
n
 o

v
er

h
ea

d

Time(ms)

HNF-ACA D-FICCA

G-FQL TRAACK



 

7 | P a g e  
Sarah S L, & Mahmoud L A. Intrusion Detection System. 2020 

 

4.3. End to end delay Comparison 

 Figure 6 shows the result of an end to end 
delay by varying nodes mobility. The obtained delay 
graph shows that the delay taken by data packets to 
reach the destination is less for proposed HNF-ACA 
methodology with 0.2ms when comparing with the 
traditional D-FICCA, G-FQL and TRAACK attains 
low rate of 0.24ms, 0.25ms and 0.31ms respectively. 
The graph proves that the end to end delay is 
reducing if the mobility of the nodes gets increased. 

 

Figure 6. Representation of End to end delay 
Comparison 

 

Hence, it is summarized that, if nodes get increased 
then the end to end delay decreased, it is stated as 
the transmission is effective. The numerical results 
of End to end delay Comparison is shown in Table 
5. 

 

Table 5. The numerical results of End to end delay Comparison 

Mobility 
HNF-
ACA 

D-
FICCA 

G-
FQL 

TRAACK 

20 0.29 0.35 0.4 0.45 

40 0.28 0.33 0.35 0.4 

60 0.26 0.29 0.32 0.35 

80 0.24 0.25 0.27 0.33 

100 0.2 0.24 0.25 0.31 

4.4. Network Lifetime Comparison 

 Figure 6 shows the result of Network lifetime 
by varying nodes time. The obtained delay graph 
shows that the delay taken by data packets to reach 
the destination is less for proposed HNF-ACA 
methodology with 1.21s when comparing with the 
traditional D-FICCA, G-FQL and TRAACK attains 
low rate of 1s, 0.9s and 0.8s respectively. 

 

 

Figure 6. Representation of Network lifetime 
Comparison 

 

Hence, it is summarized that, the proposed HNF-
ACA is highly recommended for IDS in WSN. The 
numerical results of Network lifetime Comparison 
is shown in Table 7. 

Table 7. The numerical results of Network lifetime Comparison 

Time 
(ms) 

HNF-
ACA 

D-
FICCA 

G-
FQL 

TRAACK 

20 0.6 0.55 0.52 0.4 

40 0.8 0.7 0.6 0.5 

60 0.9 0.8 0.7 0.6 

80 1 0.9 0.8 0.7 

100 1.21 1 0.9 0.8 

 

V. CONCLUSION AND FUTURE WORK 

In this work, HNF-ACA based anomaly detection 
scheme is proposed for large scale sensor networks. 
The proposed filter hybridizes the Mamdani and 
Sugeno fuzzy interference model which offers the 
effective filtering mechanism.  Furthermore, the 
proposed mechanism improves the performance of 
Sugeno model as well as Mamdani model. The ACA 
technique greatly improves the membership values 
to the input.  It exploits the stability in their 
neighborhood information. Initially, the cluster 
based routing is selected with the trust vector and 
residual energy of neighbor nodes in the random 
topology. In this system, the packet transmission 
from a source node to a destination node is 
encrypted using the RSA scheme. After that, the 
identification of malicious nodes is made by using 
trust recommendation value. Finally, the normal 
and malicious nodes are classified by using HNF-
ACA. An experimental performance result proved 
that the HNF-ACA provides maximum detection 
efficiency and high network lifetime, an end to end 
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delay and overhead is minimized than the existing 
D-FICCA, G-FQL and TRAACK. 
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Classification of Diabetic Retinopathy using 
Stacked Autoencoder-Based Deep Neural 
Network 

 
 
 
 

 

Abstract: Diagnosis of diabetic retinopathy (DR) via images of colour fundus requires experienced 

clinicians to determine the presence and importance of a large number of small characteristics. This 

work proposes and named Adapted Stacked AutoEncoder (ASAE-DNN) a novel deep learning 

framework for diabetic retinopathy (DR), three hidden layers have been used to extract features and 

classify them then use a Softmax classification. The models proposed are checked on Messidor’s data 

set, including 800 training images and 150 test images. Exactness, accuracy, time, recall and 

calculation are assessed for the outcomes of the proposed models. The results of these studies show 

that the model ASAE-DNN was 97% accurate. 

Keywords: Adapted Stacked AutoEncoder, diabetic retinopathy , deep learning  and 

Deep Neural Network. 

 

I. INTRODUCTION 

ne of the most advanced organs, the 
human eye is retinal, pupil, iris, lens and 
optical nerve. Appears as an effective 
screening method for early detection for 
eye disease automated retinal image 
analysis. Retinopathy (DR) and 
glaucoma, uncontrolled diabetes, can 

lead to blindness. Diabetes mellitus is elevated 
blood glucose chronic condition due to either 
insulin shortage or resistance to insulin [1,2]. 

 The worldwide diabetes prevalence was 
found at around 425 million in 2017 and is 
expected to increase to about 630 million in 
2045 [3]. In India, about a fifth to a third (57 
million) of all people with Diabetes Mellitus 
(DM) will have retinopathy by 2025. Amongst 
them, about 5.7 million diabetes sufferers will 
suffer from extreme retinopathy and will need a 
laser or surgical operation to maintain vision 
[4]. 

 Convolutional Neural Networks (CNNs), 
a deep learning branch, has an outstanding 
performance of applications such as medical 
imaging and analysis of images. This work 
provides the two-stage DR detection method 
based on the model with retinal images with 
these motives. At first, the image data of 
MESSIDOR is used as an input. In the model 

ASAE-DNN, the DNN-based system is used with 
DR classification Adapted Stacked Automobile 
Encoders (ASAE-DNN). 

 The rest of the paper is written like this. 
Section 2 deals with the classification of DR 
related plays. Section 3 describes the methods 
proposed for defining the DR classification with 
ASAE-DNN. Section 4 discusses the 
experimental findings. Section 5 includes the 
conclusion and prospective work. 

 

II. RELATED WORK 

 A good computer-aided clinical decision 
support system was developed to identify retinal 
images using the neural network and introduced 
[5]. The literature proposed different methods 
for the identification of DR. With and without 
moderate retinopathy, and Bayesian ANN has 
been educated to distinguish between healthy 
and diabetic eyes [6]. The proposed 
methodology to modelling based on 𝑚-medios 
[7] was extended and combined with a Gaussian 
model of a mixture in an ensemble to 
constructing a hybrid level classification to 
enhance grade accuracy. 

 A new automated screening scheme is 
proposed to support diabetic retinopathy [8] 
which involves the automatic selection, 

O 
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screening and classification of colour fundus 
pictures of diabetic retinopathy that might help 
diagnose and control diabetic retinopathy. 

 A novel automated identification with the 
use of fluid image processing techniques for 
diabetic retinopathy and maculopatherapy with 
eye-fundus images [9]. The Machine Learning 
Bagging Ensemble Classifier (ML-BEC) is 
designed to classify retinal features for DR 
disease diagnosis and early detection using 
computer teaching and ensembling methods 
[10]. A comprehensive deep learning algorithm 
based on data was designed and evaluated as a 
new DR detection diagnostic tool [11]. 

 

 

 

 

III. PROPOSED METHODOLOGY 

 Figure 1 displays the overall design of the 
Adapted Auto-Encoder stack for Diabetic 
retinopathy with a Deep neural network. The 
network uses an image data MESSIDOR as input 
on the first level and generates a low-level fixed-
length function vector from the input. No 
function engineering is necessary, and the 
extractor immediately learns in the secret layer, 
contrary to several traditional DR methods. The 
ASAE-DNN extracts the data collection with 
ASAE and classifies the dataset with softmax 
row. Then, three hidden layers cross the low-
level feature vector, and softmax has been used 
to measure the diabetic retinopathy 
classification result. During the following 
supervised training step, the final classification 
layer (output layer) is applied to practice the 
final Diabetic Retinopathy predictive models.  

 
Figure 1. The architecture diagram of classification of DR using ASAE-DNN. 

3.1. Input MESSIDOR dataset  

 In this work, to identify DR, a benchmark 
MESSIDOR dataset was used [12]. This data had 
approximately 1200 colour fundus images with 
proper annotation. The images in the dataset were 
categorized into four categories. Image grading was 
performed on the existence of microaneurysms, and 
hemorrhages were allocated to the images. The 
image without any symptoms indicates healthy 
retina. The image which has some microaneurysms 
represents stage 1 (Mild) whereas the image with 
some microaneurysms as well as hemorrhages 
denotes stage 2 (Moderate). The images that 

indicate more microaneurysms, as well as 
hemorrhages that are placed under stage 3 (Severe). 

3.2. Diabetic Retinopathy classification Using 

ASAE-DNN model 

  Motivated by the fascinating features of deep 
networks, this work proposes an examination of the 
entire classification problem using DNN-based 
structures using adapted stacked autoencoders 
(ASAE-DNN). The DNN diabetes dataset classifier 
is built with an adapted autoencoder stacked with 
three hidden layers of extraction, and the last 
hidden layer to the classification process is attached 
to the softmax layer. The output layer gives the 
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probabilities for a specific record in the diabetic and 
non-diabetic groups.  
Consider an ASAE network with three layers, let 𝐼 =
1,2, … 𝑛 signifies the raw input of MESSIDOR 
images also 𝐼′ is the reconstruction of the image as 

well as 𝑤(𝑙,1), 𝑤′(𝑙,1), 𝑏(𝑙,1), 𝑏′(𝑙,1) that are the weights 
and bias terms for the 𝑙th layer encoder and 
decoder, individually, 𝑙 = 1, 2,3. Primarily, the SAE 
maps the input image keen on a hidden design ℎ𝑖𝑑 
as signified in equation (1) 

∑ ∑ ℎ𝑖𝑑𝑖
(𝑙)

3

𝑙=1

𝑛

𝑖=1

= ∑ ∑ 𝑓(𝐼′𝑖
(𝑙)

)

3

𝑙=1

𝑛

𝑖=1

 

𝑓(𝐼′𝑖
(𝑙)

) = 𝑠𝑓(𝑤(𝑙,1)𝐼′𝑖
(𝑙)

+ 𝑏(𝑙,1)) 

 
(1) 

Then the latent representation ℎ𝑖𝑑(𝑙) mapped back 
into a reconstruction ℝ from a corrupted version 𝐼′  
as in Eq.(2) 

ℝ = 𝑔 (∑ ∑ ℎ𝑖𝑑𝑖
(𝑙)

3

𝑙=1

𝑛

𝑖=1

) 

𝑔(𝐼𝑙) = 𝑠𝑔(𝑤′(𝑙,1) ∑ ∑ ℎ𝑖𝑑𝑖
(𝑙)3

𝑙=1
𝑛
𝑖=1 + 𝑏′(𝑙,1))   (2) 

where 𝑠𝑓  and 𝑠𝑔 stand nonlinear activation function. 

The cost function for SAE well-defined through the 
reconstruction error ℝ(𝐼′, ℝ) between original input 
𝐼′ and reconstruction ℝ as in equation (3): 

𝐽𝐴𝑆𝐴𝐸

= ∑ ℝ (𝐼′(𝑙)
, 𝑔 (∑ ∑ 𝑓(𝐼′𝑖

(𝑙)
)

3

𝑙=1

𝑛

𝑖=1

))

𝑙=1,2,3

 

 
 
(3) 

Where ℝ(𝐼′, ℝ) = ‖𝐼′ − ℝ‖2.  Moreover, sparsity 
constraints term 𝕋 is added into hidden units of 
ASAE to improved learning features, and an 
additional penalty term is introduced into the 
objective function in equation (4). Then and there 
the new cost function of ASAE can be rewritten as in 
equation (4): 

𝐽𝑀𝑆𝐴𝐸(𝜃) = 𝐽𝐴𝑆𝐴𝐸 + 𝕎 ∑ 𝐾𝐿(𝕋

𝑗=1 𝑡𝑜 𝑚 

∥ 𝔸𝑗) 

 
(4) 

The additional penalty terms Kullback–Leibler 
divergence (KL) in equation (5) is well-defined by 
the cross-entropy in the middle of 𝕋 and 𝔸𝑗. 

𝐾𝐿(𝕋 ∥ 𝔸𝑗) = ∑ 𝕋 log
𝕋

𝔸𝑗

𝑚

𝑗=1

+ (1 − 𝕋) log
1 − 𝕋

1 − 𝔸𝑗

 

𝔸𝑗 =
1

𝑘
∑ ℎ𝑖

𝑘

𝑖=1

 

 
 
 
(5) 

Here, 𝕋 designate the target sparsity level, 𝔸𝑗 

denotes the average activation rate for the 𝑗th unit, 
𝑚 remains the number of hidden units, 𝕎 stands 
the weight for penalty terms. The sparsity dictions 
code for each layer represents the input data in the 
quest for a collection of over-complete base vectors 
to achieve a better image function. The intrinsic 
feature of an image is learned by a three-layer 

scattered coding process, as the sparse 
representation at pixel level created the feature. 
Cascading with the softmax classifier is possible to 
construct a deep network classifier through stacking 
an autoencoder. Stacked auto encoder may have two 
or more layers of auto encoders. Let {𝐼1, … , 𝐼𝑛} 
variables be {𝑌1, … , 𝑌𝑛} input vector given as input to 
DNN besides the corresponding output class, here 
𝑛 = 3. The training method aims to change the DNN 
parameters to know the input vectors to identify the 
appropriate output with greater accuracy if the 
input vectors for the training are assumed. The 
instructional classification procedure ASAE-DNN is 
as described in the following: 
1. The first autoencoder layer is typically achieved 
with the original input vector {𝐼1, … , 𝐼𝑛} such as the 
same vector as the destination. This layer tries to 

recreate the input by removing the {𝒻(1,1), … , 𝒻(1,𝑖)} 

functions.  
2. In addition to yielding the output vector of the 

first autoencoder layer {𝑜(1,1), … , 𝑜(1,𝑖)} as an input 

vector, the second autoencoder layer is equipped by 
enchanting the output vector as input vector and 

generates an output vector {𝑜(2,1), … , 𝑜(2,𝑗)}. The 

second autoencoder layer attempts to recreate the 
input 𝑜(1,𝑖); 𝑖 = 1,2, … , 𝐶. 

3. The third autoencoder layer is equipped by 
deciding to take the output vector as the input 
vector and generates the output vector of the second 

autoencoder layer {𝑐(2,1), … , 𝑐(2,𝑗)} as the input vector 

and generates the output vector {𝑐(3,1), … , 𝑐(3,𝑘)}. The 

third layer of autoencoders attempts to recreate the 
o  𝑜(2,𝑗); 𝑗 = 1,2, … , 𝑅 data. 

4. The stacked autoencoder is cascaded via SVM 
with the softmax classifier layer [13] which will 
increase the accuracy of DNN classification. This 
layer is trained through taking output of the third 
autoencoder layer, 𝑐(3,𝑘); 𝑘 = 1,2, … , 𝑈 as the input 

vector and the original class variables {𝑌(1), … , 𝑌(𝑁)} 

as the query sequence from the training data. 
5. Eventually, backpropagation would be used 
which called fine is tuning, improving the efficiency 
of the DNN classification. The network is made 
redundant in some kind of controlled manner with 
the training data. Once the first hyperplane 
classification is defined by a back propagation 
algorithm, the training process is terminated 
whether it is local or global optimum. The SVM 
classification hyperplanes are suitable globally by 
using a comprehensive risk minimisation 
framework. 
  

IV. EXPERIMENTAL RESULTS AND 
DISCUSSION 

 The performance of the proposed ASAE-
DNN is evaluated in this section, and the 
performance results are compared with existing 
Neural Network [4], ML-BEC [9] and deep learning 
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[10] schemes. The performance measurement is 
done in terms of precision, f-measurement, recall 
and accuracy.  

Precision: It reflects the proportion of positive 
samples correctly classified as expected in equation 
(5): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
   (5) 

Recall: The recall of a classifier reflects the positive 
samples properly assigned to the total number of 
positive samples and is calculated as in equation 
(6): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (6) 

F-measure: this is also referred to as F 1-score, 
and as in equation (7) is the harmonic mean of 
precision and recall: 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗(𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (7) 

Accuracy: This is one of the most frequently used 
performance classification measures and is defined 
as a ratio between the correctly classified samples 
and the total number of samples as in equation (8): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                 (8) 

Where true positive (TP) samples are properly 
classified as no DR, false positive (FP) samples are 
incorrectly classified as DR, True negative (TN) 
samples are properly classified as DR, and false 
negatives (FN) are incorrectly classified as DR. 

4.1. Precision Rate comparison 

 

Figure 2. Representation of Precision Comparison 

 From the above Figure 2, the graph shows 
how accurate the number of images in the specified 
datasets is compared. These methods are 
implemented as Neural Network, ML-BEC and deep 
learning and ASAE-DNN. When the number of 
records increases according to the precision value, 
from this graph, it is learned that the proposed 
ASAE-DNN offers 94% higher precision than 
previous methods that yield better results in the 

classification of CR due to adapted stacked 
autoencoder.The numerical results of Precision 
Comparison is shown in Table 1. 

Table 1. The numerical results of Precision Comparison 

No.of 
images 

Neural 
Network 

ML-
BEC 

deep 
learning 

ASAE-
DNN 

100 79 82 85 87 

200 82 85 87 89 

300 83 87 89 92 

400 85 89 90 93 

500 89 90 91 94 

4.2. Recall comparison 

 

Figure 3. Representation of Recall Comparison 

  

 From the above Figure 3, the graph illustrates 
the recall relation for the number of images in the 
listed datasets. These methods are implemented as 
Neural Network, ML-BEC and deep learning. 
Increasing the number of images often increases the 
correct value for the recall. Through this graph, it is 
discovered that the current ASAE-DNN offers recall 
95% higher than previous methods. The 
explanation for this is that the ASAE-DNN extracts 
the features directly, which will enhance the 
detection and classification of DR. The numerical 
results of Recall Comparison is shown in Table 2. 

Table 2. The numerical results of Recall Comparison 

No.of 
image

s 

Neural 
Networ

k 

ML-
BE
C 

deep 
learnin

g 

ASAE
-DNN 

100 88 89 90 91 

200 89 90 91 92 

300 90 91 92 93 

400 91 92 93 94 

500 92 93 94 95 
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4.3. F-measure Rate comparison 

From the above Figure 4, the graph explains 

the f-measure relation for the number of images in 

the given datasets. These methods are implemented 

as Neural Network, ML-BEC and deep learning. 

 

Figure 4. Representation of F-measure Comparison 

When the number of data is increased, and the f-
measure value is increased accordingly. From this 
graph it is learned that the proposed ASAE-DNN 
offers 95% higher f-measurement than previous 
methods. Therefore the proposed ASAE-DNN 
algorithm is stronger than the current algorithms in 
terms of better performance of classifying DR. The 
numerical results of F-measure Comparison is 
shown in Table 3. 

 

Table 3. The numerical results of F-measure Comparison 

No.of 
images 

Neural 
Network 

ML-
BEC 

deep 
learning 

ASAE-
DNN 

100 84 85 87 89 

200 85 87 89 91 

300 87 89 91 93 

400 89 90 92 94 

500 90 91 93 95 

4.4. Accuracy comparison 

 From the above Figure 5, the diagram 
illustrates the processing time relation for the 
number of images in the specified datasets. These 
methods are implemented as Neural Network, ML-
BEC and deep learning and ASAE-DNN. From this 
graph, it is known that the proposed ASAE-DNN 
algorithm is higher than the existing algorithms 
with a high precision rate of 97% in terms of better 
template matching results. This is due to the 
automatic extraction of the function in the ASAE-
DNN algorithm, which increases the DR 
classification results. The numerical results of 
Accuracy Comparison is shown in Table 4. 

 

Figure 5. Representation of Accuracy Comparison 

 

Table 4. The numerical results of Accuracy Comparison 

No.of 
images 

Neural 
Network 

ML-
BEC 

deep 
learning 

ASAE-
DNN 

5 85 87 89 90 

10 87 89 90 91 

15 89 90 91 92 

20 90 91 93 95 

25 91 92 93 97 

 

V. CONCLUSION AND FUTURE 
WORK 

This study proposes that ASAE-DNN algorithms use 
stacked auto-encoders, and that three hidden layers 
be used for extraction of features accompanied by a 
softmax classifier classification for DR 
classification with a high accuracy rate of 97%. It 
provides a reliable solution for DR detection within 
a large-scale data set, as well as the results achieved 
indicate the good efficiency of today’s computer-
aided model in providing efficient, low-cost and 
objective DR diagnostics without any need for 
clinicians to manually examine and grade images. 
In the future, it may also be important to investigate 
different types of common patient metadata, such 
as genetic factors, patient history, duration of 
diabetes, hemoglobin A1C value, and other clinical 
data that may influence a patients at risk of 
retinopathy. Introducing this information to the 
classification model could give informative 
correlations to following DR risk factors from 
outside strictly imaging information, increase 
thermal diagnostic accuracy. 
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Classification of Lung Nodules using Improved 
Residual Convolutional Neural Network 

 
 
 
 

 

Abstract: The most common cancer of the lung cannot be ignored and can cause late-health death. 

Now CT can be used to help clinicians diagnose early-stage lung cancer. In certain cases the diagnosis 

of lung cancer detection is based on doctors' intuition, which can neglect other patients and cause 

complications. Deep learning in most other areas of medical diagnosis has proven to be a common 

and powerful tool.  This research is planned for improving the residual evolutionary neural network 

(IRCNN). These networks apply with some changes to the benign and malignant lung nodule to the 

CT image classification task. The segmenting of the nodule is performed here by clustering k-means. 

The LIDC-IDRI database analysed those networks. Experimental findings show that the IRCNN 

network archived the best performance of lung nodule classification, which findings best among 

established methods. 

Keywords: Deep learning, Improved Residual Convolutional Neural Network,k-

means clustering and lung segmentation. 

 

I. INTRODUCTION 

ung cancer is one of the world's most 
common cancers and causes deaths 
associated with cancer. It constitutes 13% 
of all current cancer cases and 19% of 
worldwide cancer-related deaths. In 2012, 
it has been estimated that there were 1,8 
million new cases of lung cancer [1]. The 

most common cancer-related and cancer-
related mortality in men in India with the largest 
populations of both male and female Mizoram 
(age 28.3 and 28.7 per 100 000 population in 
males and females) [2] is lung cancer that 
accounts for 6.7 percent of new cases and 9.3 
percent of cancer-related deaths in both sexes. 

 In recent years, conventional AIs have 
been defeated by neural networks, which are 
called 'deep learning,' in every crucial task: 
speaking recognition; images characterisation; 
and normal, readable sentences producing. In 
addition to accelerating essential tasks, deep 
learning enhances device accuracy and CT image 
recognition and classification efficiency [3]. In 
this paper, the issue of the classification of 
benign and malignant is considered and can be 
solved with k-medium nodule segmentation via 
the Improved Residual Convolutional Neural 
Network (IRCNN). The work can be used 

directly as an input to the complex recovery of 
data during the extraction and classification of 
features. 

 The remaining paper is structured like 
this. The corresponding works are discussed in 
section 2. Section 3 outlines the methods 
suggested for classifying lung nodules. Section 4 
addresses the experimental findings obtained. 
Section 5 contains the conclusion and future 
work.   

 

II. RELATED WORK 

 Various approaches for the classification 
of lung nodules using CT scans have been 
proposed in the literature. The proposal is made 
for a new CADe system based on a hierarchical 
vector (VQ) system [4]. The high-level VQ 
results in an accurate segmentation of the lungs 
from the chest volume in comparison with the 
commonly used simple threshold approach. 
Based on the Gestalt visual cognition theory, a 
new lung nodule detection scheme is proposed 
in [5]. 

The proposed scheme includes two parts that 
simulate cognitions of human eyes, for example 
simple, complete and classified. The nodules 
were characterized by a gray level co-currency 

L 
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(GLCM) texture features in the wavelet domain 
computed by [6] and classified with a radial 
basis function SVM to classify CT images into 
two categories: with cancerous lung nodules and 
without lung nodules.  

 In [7] classification was focused primarily 
on the use of supporting vector machines for 
benign and malignants. The current methods 
cannot, however, reach great sensitivity and 
specificities. A method, based on traditional 
features to compose the contour and texture 
properties with low frequency curvelet 
coefficients, is suggested in [8]. Furthermore, 
the LDA methodology is used for classification 
labeling. The new intelligent bat algorithm is 
used to optimize SVM parameters, making it 
easy and fast. In 9 a new automatic 
segmentation of the Watershed method lung 
nodles, multi-size gradient vector flow snakes 

and the detection method for small lung nodules 
was introduced using the extracted features and 
classification. In [10] the effectiveness of DCNNs 
in the classification of lung nodule malignancy 
at expert level was assessed. 

 

III. PROPOSED METHODOLOGY 

 The proposed approach from the Lung 
Image Database Consortium on the LIDC-IDRI 
[13] dataset is evaluated in this section. The 
latter detects lung nodule segmentation from CT 
images using k-means. For conventional 
medicine, the complex steps of image extraction 
function can be minimized by inputting the 
original image directly into IRCNN. IRCNN 
based lung nodule classification architecture 
diagram is illustrated in Figure 1.  

 
Figure 1. The architecture diagram of Lung nodule classification using IRCNN. 

3.1. Input LIDC-IDRI  

 The data set was acquired as a free 
resource from Lung Image Database 
Consortium and Image Database Resource 
Initiative (LIDC / IDRI) that consisted of CT 
scans of annotated lesions to assess the 
performance of the proposed nodular-deep 
system. This database is open to the public, in 
addition to is used in several studies. An 
experienced radiologist was asked to mark two 
types of the lung nodules, such as benign and 
malignant nodules. Figure 2 represents[10] an 
example in HRCT scan images of benign and 
malignant lung nodules collected from the 
LIDC-IDRI dataset and its boundaries marked 
by an experienced radiologe. In this study, the 
1200 slices were selected from the LIDC-IDRI 
dataset which contained 2600 equal number of 
benign and malignant lung nodules. 

 

Figure 2. An example of lung nodules of benign. 

 

3.2. Lung Nodule segmentation Using K-

means clustering 

 This section used clustering of K-means to 
detect lung nodule similar to the approach 
proposed in [11]. Nucleus subspaces are 
categorized using K-means clustering to use 
mahalanobis distance metric to cluster the 
objects into separate clusters. K-means 
algorithmic rule clustering is projected to find 
the traditional and anomalous nucleus in the CT 
picture. In short, the clustering procedure in 
Kmeans has the following phases:  

Input LIDC-
IDRI 

Lung nodule 
segmenattaion 
using k-means 

clustering

Lung nodule 
classification 
using IRCNN

Classification 
results
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Step 1: Randomly evaluate the initial centroid 
point K of the cluster. 
Step 2: Find the K-Means clustering objective 
𝐶(𝑥) to minimize the sum of square distances 
between all points and the cluster center  𝐶(𝑥) =

∑ ∑ ‖𝑥𝑖
𝑗

− 𝑐𝑗‖𝑛
𝑖=1

2
𝑘
𝑗=1 , where k denotes the 

number of clusters, n is the number of CT 
images, 𝑥 is the particular image and 𝑐 is the 

cluster centroid and 𝑥𝑖
𝑗

− 𝑐𝑗 is the mahalanobis 

distance function. 

Step 3: Compute the distance of each pixel 
against the centroid, and group them. 
Step 4: Based on each centroid member, 
measure the New centroid value. 
Step 5: Repeat steps 2 and 3 until the current 
centroid value has not changed from the 
previous centroid value. 

 

 
Figure 3. The systematic flow diagram of proposed IRCNN. 

 

3.3. Improved Residual Convolutional Neural 
Network for lung nodule classification 

 In this section, the Improved Residual 
convolution neural network (IRCNN), which 
utilizes the strength of the Residual 
convolutional Neural Network (RCNN), the 
Inception Network, and the Residual Network, is a 
new Deep learning model. This method increases 
the precision of Inception-residual network 
identification with the same number of network 
parameters. However, this proposed architecture 
generalizes the Inception Network, the RCNN, and 
the Residual Network with a significantly improved 
training precision. 

 The RCNN block that includes Recurrent 
Convolution Layers (RCLs), Inception Units, and 
Residual Units is the most significant part of this 
proposed architecture. Initially, the inputs are fed 
into the input layer, at that moment passed through 
the starting units where RCLs are applied, then 
finally the outputs of the starting units are added to 
the RCNN-block inputs. Here, consider the 𝑥 input 
sample in the 𝑙𝑡ℎ layer of the IRCNN-block and a 
pixel located at (𝑖, 𝑗) in an input lung images on the 
kth feature map (𝑓) in the RCL. Furthermore, 

assume the output of the network 𝑌𝑖𝑗𝑘
𝑙  (𝑡𝑖𝑚𝑒) is at 

the time step 𝑇. The output can be expressed as in 
equation (1):  

𝑌𝑖𝑗𝑘
𝑙  (𝑇)  =  (𝑤𝑘

𝑓
 )

𝑡𝑖𝑚𝑒
∗ 𝑥𝑙

𝑓(𝑖,𝑗)
(𝑡𝑖𝑚𝑒) +  (𝑤𝑘

𝑟𝑐𝑙)
𝑡𝑖𝑚𝑒

 ∗

𝑥𝑙
𝑟𝑐𝑙(𝑖,𝑗)

(𝑡𝑖𝑚𝑒 −  1) + 𝑏𝑘     (1) 

Where 𝑥𝑙
𝑓(𝑖,𝑗)

(𝑡𝑖𝑚𝑒) and 𝑥𝑙
𝑟(𝑖,𝑗)

(𝑡𝑖𝑚𝑒 −  1) stand the 

inputs for the standard convolution layers in 

addition to for the 𝑙 𝑡ℎ RCL correspondingly. The 𝑤𝑘
𝑓

 

and 𝑤𝑘
𝑟𝑐𝑙  values are the weights on behalf of the 

standard convolutional layer then the RCL of the 
𝑘th feature map respectively, and 𝑏𝑘 is the bias. The 
outputs 𝑜 of the starting units for the various size 
kernels and average pooling layer are determined 
using equation (2) 

𝑜 =  𝑎𝑓 (𝑌𝑖𝑗𝑘
𝑙  (𝑡𝑖𝑚𝑒))  =  𝑚𝑎𝑥(0, 𝑌𝑖𝑗𝑘

𝑙  (𝑡𝑖𝑚𝑒))  

  (2) 

Here 𝑎𝑓 is the activation function of standard 
Rectified Linear Unit (ReLU) of IRCNN. At this 
time, likewise reconnoitred the performance of this 
model with the Exponential Linear Unit (ELU) 
activation function. The outputs 𝑜 of the inception 
units for the diverse size kernels at that moment 
average pooling layer are well-defined as 

𝑜1×1 (𝑥), 𝑜3×3 (𝑥), and 𝑜1×1
𝑝

(𝑥) respectively. The 
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ultimate outputs of IRCNN unit are defined as 
𝕐(𝑥𝑙  , 𝑤𝑙) which can be expressed as 

𝕐(𝑥𝑙  , 𝑤𝑙)  =  𝑜1×1 (𝑥)⨀ 𝑜3×3 (𝑥)⨀ 𝑜1×1
𝑝

(𝑥)  (3)  

Where ⨀ represents the concatenation procedure 
with reference to the channel or feature map axis of 
input lung image. The IRCNN-component outputs 
are then inserted accompanied by the IRCNN-block 
inputs. The IRCNN-block residual activity can be 
expressed by equation (4). 

𝑥 𝑙+1 = 𝑥𝑙 +  𝕐(𝑥𝑙  , 𝑤𝑙)   (4) 

Where 𝑥 𝑙+1 references to the inputs for the instant 
subsequent transition block, 𝑥𝑙  represents the input 
image samples of the IRCNN-block, 𝑤𝑙  signifies the 
kernel weights of the 𝑙 th IRCNN-block, besides 
𝕐(𝑥𝑙  , 𝑤𝑙) characterises the outputs from of 𝑙 th layer 
of the IRCNN-unit. Nevertheless the number of 
feature maps and the elements of the residual unit 
feature maps are the same as in the IRCNN block. 
The batch normalization refers to the RCNN-block 
outputs [12]. The outputs of this IRCNN-block are 
finally fed to the inputs of the next immediate 
transition block. 

Not the same operations are performed in the 
transition block, including convolution, pooling, 
and dropout, depending on where the transition 
block is located in the network. In the intervening 
time the size of the input and output features in the 
IRCNN blocks does not change, it is unbiased a 
linear projection on the same dimension and the 
RELU and ELU activation functions add non-
linearity. Consequently each convolution layer in 
the transition block a 0.5 dropout was used here. 
Eventually, at the end of the architecture, used a 
Softmax, or normalized exponential function area.  

For input lung sample 𝑥, weight vector 𝑤, and 𝑘 
distinct linear functions, the Softmax operation can 
be well-defined for the 𝑖 𝑡ℎ class as in equation (5): 

𝑃(𝑜 = 𝑖|𝑥) =
𝑒𝑥𝑇

𝑤𝑖

∑ 𝑒𝑥𝑇
𝑤𝑘

𝐾
𝑘=1

  (5) 

This proposed IRCNN model was studied and 
compared across different models by means of a set 
of experiments on different benchmark datasets. 
Figure 3 gives a systematic flow diagram for the 
proposed IRCNN. 

IV. EXPERIMENTAL RESULTS AND 
DISCUSSION 

  The performance of the proposed IRCNN is 
evaluated in this section, and the performance 
results are compared with existing SVM [7], SVM-
LDA [9] and DCNN [10] image compression 
schemes. The Lung Image Database Consortium 
image database (LIDC-IDRI) in real time consists of 
diagnostic and lung cancer screening thoracic 
computed tomography (CT) scans of annotated 
marked-up lesions. Seven academic centers and 

eight medical imaging companies partnered to 
create this collection of data that contains 1018 
cases. That subject contains images from a clinical 
thoracic CT scan and an accompanying XML file 
that documents the findings of four experienced 
thoracic radiologists conducting a two-phase image 
annotation procedure. The figures given below show 
that the device proposed has achieved better 
performance in terms of precision, f-measurement, 
recall and accuracy.  

Precision: It reflects the proportion of positive 
samples correctly classified as expected in equation 
(6): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
   (6) 

Recall: The recall of a classifier reflects the positive 
samples properly assigned to the total number of 
positive samples and is calculated as in equation (7): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (7) 

F-measure: this is also referred to as F 1-score, 
and as in equation (8) is the harmonic mean of 
precision and recall: 

 (8): 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗(𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (8) 

Accuracy: This is one of the most frequently used 
performance classification measures and is defined 
as a ratio between the correctly classified samples 
and the total number of samples as in equation (9): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                   (9) 

Where true positive (TP) samples are properly 
classified as natural, false positive (FP) samples are 
incorrectly classified as irregular, True negative 
(TN) samples are properly classified as irregular, 
and false negatives (FN) are incorrectly classified as 
natural. 

4.1. Precision Rate comparison 

 

 

Figure 4. Representation of Precision Comparison 
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From the above Figure 4, the graph shows how 
accurate the number of images in the specified 
datasets is compared. These methods are 
implemented as SVM, SVM-LDA, DCNN, and 
IRCNN. When the number of records increases 
according to the precision value. From this graph, it 
is learned that the proposed IRCNN offers 94% 
higher precision than previous methods that yield 
better results in the classification of lung nodules 
due to prior segmentation of the lung nodules using 
k-means technique. The numerical results of 
Precision Comparison is shown in Table 1. 

Table 1. The numerical results of Precision Comparison 

No.of 
images 

SVM 
SVM -
LDA 

DCNN IRCNN 

50 80 82 85 87 

100 82 85 86 90 

150 83 87 89 92 

200 87 89 90 93 

250 90 91 92 94 

4.2. Recall comparison 

 

Figure 5. Representation of Recall Comparison 

 

 From the above Figure 5 the graph illustrates 
the recall relation for the number of images in the 
listed datasets. These methods are implemented as 
SVM, SVM-LDA, DCNN, and IRCNN. Increasing 
the number of photographs often increases the 
correct value for the recall. Through this graph, it is 
discovered that the current IRCNN offers recall 94% 
higher than previous methods. The explanation for 
this is that the IRCNN extracts the features directly 
which will enhance the lung nodule classification 
tests. The numerical results of Recall Comparison is 
shown in Table 2. 

 

Table 2. The numerical results of Recall Comparison 

No.of 
images 

SVM 
SVM -
LDA 

DCNN IRCNN 

50 83 85 87 89 

100 84 87 89 90 

150 85 88 90 91 

200 86 90 91 92 

250 89 91 93 94 

4.3. F-measure Rate comparison 

 

Figure 6. Representation of F-measure Comparison 

 

From the above Figure 6, the graph explains the f-
measure relation for the number of images in the 
given datasets. These methods are implemented as 
SVM, SVM-LDA, DCNN, and IRCNN. When the 
number of data is increased, and the f-measure 
value is increased accordingly. From this graph it is 
learned that the proposed IRCNN offers 95% higher 
f-measurement than previous methods. Therefore 
the proposed IRCNN algorithm is stronger than the 
current algorithms in terms of better performance 
of classifying lung nodules. The numerical results of 
F-measure Comparison is shown in Table 3. 

Table 3. The numerical results of F-measure Comparison 

No.of 
images 

SVM 
SVM -
LDA 

DCNN IRCNN 

50 75 85 89 90 

100 77 87 90 91 

150 79 88 91 93 

200 80 89 92 94 

250 85 90 93 95 
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4.4. Accuracy comparison 

 

Figure 7. Representation of Accuracy Comparison 

 

 From the above Figure 7 the diagram 
illustrates the processing time relation for the 
number of images in the specified datasets. These 
methods are implemented as SVM, SVM-LDA, 
DCNN, and IRCNN. From this graph it is known 
that the proposed IRCNN algorithm is higher than 
the existing algorithms with a high precision rate of 
97% in terms of better template matching results. 
This is due to the automatic extraction of the 
function in the IRCNN classification algorithm, 
which increases the classification precision 
resulting in lung nodules. The numerical results of 
Accuracy Comparison is shown in Table 4. 

 

Table 4. The numerical results of Accuracy Comparison 

No.of images SVM SVM -LDA DCNN IRCNN 

50 90 91 91 92 

100 91 92 92 93 

150 92 93 94 94 

200 93 94 95 95 

250 94 95 96 97 

 

V. Conclusion and future work 

A classification of the lung nodule is proposed in 
this work, based on deep learning. This detection 
scheme can avoid the extraction of candidates and 
can be less scale based. The k-means algorithm is 
used for segmentation of the lung nodule, too. Since 
IRCNN does not recognize anatomical features, 
several regions of the lung nodule occur in the 
results of the detection. Experimental results show 
that most nodules with a high accuarcy rate of 97% 
can be detected by the designed IRCNN. There are 

other problems that still need attention with this, 
such as increasing algorithm sensitivity, reducing 
the number of false positives, enhancing and 
optimizing the detection of algorithms of different 
types of nodules with various sizes and shapes. 
Based on this analysis, further research is needed to 
develop current techniques, and new algorithms are 
needed with machine learning methods to 
overcome the identified drawbacks. 
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Hybrid Convolutional Neural Network with PSO 
Based Severe Dengue Prognosis Method in 
Human Genome Data 

 
 
 
 
 

Abstract: Dengue is one of the most significant diseases transmitted by arthropods in the world. 

Dengue phenotypes are focused on documented inaccuracies in the laboratory and clinical studies. 

In countries with a high incidence of this disease, early diagnosis of dengue is still a concern for public 

health. Deep learning has been developed as a highly versatile and accurate methodology for 

classification and regression, which requires small adjustment, interpretable results, and the 

prediction of risk for complex diseases. This work is motivated by the inclusion of the Particle Swarm 

Optimization (PSO) algorithm for the fine-tuning of the model's parameters in the convolutional 

neural network (CNN). The use of this PSO was used to forecast patients with extreme dengue, and 

to refine the input weight vector and CNN parameters to achieve anticipated precision, and to prevent 

premature convergence towards local optimum conditions.  

Keywords: Deep learning, Particle Swarm Optimization, convolutional neural 

network and Dengue. 

 

I. INTRODUCTION 

ntil September this year, dengue has 
claimed the lives of more than 80 people 
and affected about 40,000 people across 
the world. According to statistics under 
the Ministry of Health’s National Vector 
Borne Disease Control Program 
(NVBDCP), 83 people have died until 30 

September, while 40,868 have been affected. 
Last year, 325 people were killed, and some 1, 
88,401 people were affected by the mosquito-
borne tropical disease. Dengue had claimed 35 
lives in Kerala and 3,660 had been affected by 
the State until 30 September 2018. In 
Maharashtra, 18 people have died and 4,667 
have suffered from the disease, according to data 
[1]. 

 Early forecast factors and algorithms for 
moderate or severe Dengue prediction were 
investigated in previous studies. Nevertheless, it 
is difficult to draw specific conclusions in the 
case populations (adults vs. infants, hospitalized 
vs. outpatients) or clinical concepts of "serious" 
dengue [2] [3]. However, the positive and 
negative forecast values of the prognostic tool 
were not reported in previous prognostic studies 
[4]. In that sense, a practical, forecasting 

method using CNN-PSO to allow the early 
prognosis for severe dengue was developed in 
this current study. 

 This is the structure of the remaining 
paper. Section 2 addresses the related plays. The 
proposed methods of describing the 
detection of severe dengue using CNN-PSO are 
defined in Section 3. The experimental findings 
obtained in Section 4 are discussed. The 
conclusion and future work are contained in 
Section 5.   

 

II. RELATED WORK 

 Specific methods have been suggested in 
the literature to identify lung nodules using CT 
dengue. A non-invasive precise diagnostic 
device was built in [5], which could allow doctors 
to assess the rates of risk of dengue patients and 
thus make the right choice. The adaptive neuro-
fuzzy inference system (ANFIS) was used to 
construct the diagnostic model with 
observations for bioelectronic impedance 
analysis, with the symptoms or signs provided to 
dengue patients. 

 This study [6] aimed to develop a non-
invasive diagnostic system to help doctors 

U 
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classify the risk of dengue-related people using 
the Levenberg / Marquardt and Scaled 
Conjugate Gradient algorithms Multilayer 
Perceptron Neural Network (MPNN) models. 

 The new Arbovirus Dengue Diagnosis 
Fusion Architecture was introduced in [7]. The 
software incorporates characteristics of platelets 
and CBR to promote the evaluation of the health 
system. In [8], the early diagnosis of dengue 
fever was based on a hybrid Artificial 
Intelligence System, Adaptive Neuro-Fuzzy 
Inference System (ANFIS). Early dengue disease 
clinical signs are unspecific and overlap the 
other infectious diseases. 

 In [9], attempts have been made to 
establish an earlier diagnostic model of dengue 
fever based on PSO-ANN. The PSO methodology 
used in the proposed model is to optimize ANN 
process weight and biais parameters. In [10] 

proposed a new artificial intelligence-based 
methodology which predicts diagnostics in real 
time, by using an alternative decision tree 
approach that promotes highly accurate rules for 
the generation of false-positive and false-
negative diagnosis. 

 

III. PROPOSED METHODOLOGY 

 The CNN-PSO is theoretical method is 
used to predict genome data for dengue. The 
features are entered as CNN-PSO input 
following pre-processing of the sample dataset 
and further prediction of severe dengue is done 
effectively. Figure 1. Illustrates the architectural 
diagram for the proposed CNN-PSO dengue 
forecast.  

 
Figure 1. The architecture diagram of sever dengue diagnosis using CNN-PSO. 

3.1. Patient Cohort and Preprocessing of data  

 The three hospitals of Recife, Brazil have 
been screened and invited to participate in this 
study for patients with dengue-related symptoms. 
After a detailed explanation of the study proposed, 
all patients who decided to participate were 
included in this research. FIOCRUZPE: CEP / 
CPQAM No11/11 and C.A.A.E. 0009.0.095.000-11, 
IORG0001419 reviewed and accepted the report. 
Whole blood was collected and tested for hematocrit 
and hemogram, white blood cell count, differential 
leukocyte count, serum albumin and serum 
aspartate (AST), and serum alanin transaminase 
(ALT) performed by standardized analytics from 
enrolled patients. The patient data is summarized in 
the patient cohort. 

Data Pre-processing: The genome data is 
composed of 102 genotypes determined at 322 
polymorphisms of the loci. The data were encrypted 
into indicators using a categorical schema to 
establish an SNP-genotype attribute that is 
homozygous dominant, heterozygous, or 
homozygous recessive. The lack of information at a 
forum was treated as a further category.   

 

 

3.2. Dengue diagnosis Using CNN-PSO 

In the original data set, 75% sample points were 
used to train the CNN, while the other 25% samples 
have been reserved for the test set. This study 
proposes transferring learning based on pretrained 
deep learning. A number of parameters must be 
determined before the training stage in the CNN [11] 
algorithms. These parameters may influence the 
classification results more or less depending on the 
application. After the random experiments, one 
should consider which parameters have more effect. 
In order to determine the best value, one could be 
statistically evaluated as a factor in the whole 
factorial test. The algorithm defaulted to set other 
parameters with less impact on the results. 

Convolutional Neural Network: CNN is an 
approach to machine learning focused on the 
profound structure of the brain [11]. This network is 
essentially comprised of three layers: concentration, 
sub-sampling or pooling and full link layers. So each 
layer is briefly described in the following sections. 

Convolution Layer: Convolution Layer: There are a 
number of n filters in each layer. The number of 
layers used for the convolution procedure is the 

Input dataset
Data 

preprocessing

Severe Dengue 
Prognosis using 

CNN-PSO

performance 
comparison results 
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input of those filters and the depth of the feature(s) 
generated is proportional to the number of filters. 
Recognize that another filter is perceived to be a 
special feature in a certain data set attribute. 

The output of the 𝑙-th convolution layer, 

represented as 𝐶𝑜𝑛𝑣𝑗
(𝑙)

, encompasses of feature 

attributes. It is computed as  

𝐶𝑜𝑛𝑣𝑖
(𝑙)

= 𝑏𝑖𝑎𝑠𝑖
(𝑙)

+ ∑ 𝐾𝑖,𝑗
(𝑙−1)

∗ 𝐶𝑗
(𝑙)

𝑎𝑖
(𝑙−1)

𝑗=1
 

(1) 

 

Where 𝑏𝑖𝑎𝑠𝑖
(𝑙)

 stands the bias matrix 

and 𝐾𝑖,𝑗
(𝑙−1)

 stands convolution filter or kernel of 

size 𝑎 ∗ 𝑎 that connects the j-th feature in layer 
(𝑙  − 1) through 𝑖-th feature in the same layer also 
the output layer contains of feature. The input space 

in (1) is the primary convolutional layer, 𝐶𝑜𝑛𝑣𝑖
(0)

=

𝑋𝑖. 

The functionality is given by the kernel. 
Subsequently the convolution layer, the activation 
function will trigger the nonlinear transformation of 
the output of the convolutional layer: 

𝑌𝑖
(𝑙)

= 𝑌(𝐶𝑜𝑛𝑣𝑖
(𝑙)

) (2) 

where 𝑌𝑖
(𝑙)

 remains the output of the activation 

function besides 𝐶𝑜𝑛𝑣𝑖
(𝑙)

  remains the input that it 

receives. 

Normally used activation functions are sigmoid, 
tanh, and rectified linear units (ReLUs). In this 

work, ReLUs which is signified as 𝑌𝑖
(𝑙)

=

max(0, 𝑌𝑖
(𝑙)

) are used. 

Fully Connected layer: 
The end layer of the CNN is a typical 
network of reviews with one or more hidden colum
ns. Softmax activation function is used in the output 
layer: 

𝑦𝑖
(𝑙)

= ∑ 𝑤𝑖
(𝑙−1)

𝑦𝑖
(𝑙−1)

𝑚𝑖
(𝑙−1)

𝑖=1

  

(3) 

where 𝑤𝑖
(𝑙−1)

 remains the weight to be modified by 

the completely connected sheet, the transfer 
function represents nonlinearity to form the 
representation of each class. Note that nonlinearity 
of the fully connected layer is not contained in its 
neurons, not in separate layers, as in convolutions 
and pooling layers. While examining for feedback 
signals, the development of the CNN is begun. 
Training takes place using the stochastic gradient 
descent method [11]. Then use a single example 
from a workout, the algorithm explores the 

gradients. Following planning, the parameters of 
CNN are calculated. 

3.3. Hyper parameter tuning of CNN using PSO 

The neurons, weight and bias parameters to be 
optimized by PSO and parameter setting of PSO are 
shown in Table 1. 

Table 1. Parameter setting of PSO 

Parameter values 

Population of PSO (p) 15 

PSO stop criteria 50 

Velocity coefficient (𝒗𝒄𝟏, 𝒗𝒄𝟐) 2 

Hindering coefficient (𝒘) 15 

Max and Min value of Hindering 
coefficient (𝒘𝒎𝒂𝒙&𝒘𝒎𝒊𝒏) 

0.9 & 0.4 
respectively 

Number of particle dimension (𝒅) 8 

PSO produces and evolves several solutions to a 
single problem over many centuries. Each solution 
contains all parameters to improve the results. 
Weights in both layers contribute to CNN's high 
precision. A single PSO solution would therefore be 
usable in all CNN weights. The CNN has four levels 
(1 input, 2 hidden and 1 output), according to the 
network structure discussed in the previous tutorial 
and shown in the figure below. Recall that PSO uses 
a fitness function of precision to assign each 
solution a fitness value and the higher the fitness 
value, the better the response. The following steps 
are given: 

Step 1 (Solution Defining Space and Fitness 
Functions): Pick optimized parameters. Put this 
in an appropriate range with the optimum solution. 
Instead, in a multidimensional optimisation, set a 
minimum and maximum value for each dimension. 

Step 2 (Initialization phase): Determine 
population size and maximum iteration number. 
Set the starting position for each particle and start 
speed. Accuracy is used to calculate the error 
between the prediction value and the true data for 
every particle. 

Step 3 (optimization phase): first, find the best 
part position and best part position in the swarm in 
its history. Second, positions and speeds are 
upgraded by equations (4) to (6) where the weight 
of inertia and the learning factor are concerned. 

𝑥𝑘
𝑠+1 = 𝑥𝑘

𝑠 + 𝑣𝑘
𝑠+1 (4) 
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𝑣𝑘
𝑠+1

= 𝑤𝑣𝑘
𝑠 + 𝑣𝑐1. 𝑟𝑎𝑛𝑑. (𝑥𝑝𝑏𝑒𝑠𝑡(𝑘)

𝑠 − 𝑥𝑘
𝑠)

+ 𝑣𝑐2. 𝑟𝑎𝑛𝑑. (𝑥𝑔𝑏𝑒𝑠𝑡(𝑘)
𝑠 − 𝑥𝑘

𝑠) 

 

(5) 

𝑤 = 𝑤𝑚𝑎𝑥 − (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛) ∗
𝑠

𝐼
 (6) 

In Equations (4) to (6) above, 𝑣𝑘
𝑡+1 and 𝑥𝑘

𝑡+1 are the 
𝑠 is the speed and position components of the 𝑘th 
particle, 𝑣𝑐1 , 𝑣𝑐2 are the Velocity coefficients and the 
𝑝𝑏𝑒𝑠𝑡(𝑘) and 𝑔𝑏𝑒𝑠𝑡(𝑘) are personal best and global 
best particle. Here the 𝑤 hindering coefficient as it 
helps the particles to move by hindering towards 
better positions and finally rand is a uniform 
random value between 0 and 1. 

Step 4: If the evaluation function (predicted 
accuracy of the training information) is converging, 
the optimization will end; otherwise, proceed to 
step 3 and Step 4 is finished finally.  

 

 

Figure 2. Flow chart diagram of CNN-PSO. 

 

 Therefore the description of each particle is 
such that the one part contains variables (particles) 
with discrete values (that represent the neuron 
numbers for each layer). The other part contains 
variables with continuous values (that represent the 

weights and bias values). At this stage, this 
specification is used to create one random initial 
population. Using particulate values in the 
determined population, the CNN architecture and 
training weights and distortions are specified. PSO 
trains its fitness function for every chromosome, 
which is determined for this population, then via the 
standard input data, heights, weights and biases 
proposed for this. Figure 2 shows the flow chart of 
CNN-PSO. 

 

IV. EXPERIMENTAL RESULTS AND 
DISCUSSION 

  The performance of the proposed CNN-PSO 
is evaluated in this section, and the performance 
results are compared with existing MPNN [6], 
ANFIS [8] and PSO-ANN [9] schemes. The 
performance measurement is done in terms of 
precision, f-measurement, recall and accuracy.  

Precision: It reflects the proportion of positive 
samples correctly classified as expected in equation 
(7): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
   (7) 

Recall: The recall of a classifier reflects the positive 
samples properly assigned to the total number of 
positive samples and is calculated as in equation 
(8): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (8) 

F-measure: this is also referred to as F 1-score, 
and as in equation (9) is the harmonic mean of 
precision and recall: 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗(𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (9) 

Accuracy: This is one of the most frequently used 
performance classification measures and is defined 
as a ratio between the correctly classified samples 
and the total number of samples as in equation (10): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (10) 

Where true positive (TP) samples are properly 
classified as no dengue, false positive (FP) samples 
are incorrectly classified as dengue, True negative 
(TN) samples are properly classified as dengue, and 
false negatives (FN) are incorrectly classified as 
dengue. 

4.1. Precision Rate comparison 

From the above Figure 3, the graph shows 

how accurate the number of images in the specified 

datasets is compared. These methods are 

implemented as MPNN, ANFIS, PSO-ANN and 

CNN-PSO. When the number of records increases 

according to the precision value. From this graph, it 

is learned that the proposed CNN-PSO offers 94% 
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higher precision than previous methods that yield 

better results in the classification of lung nodules 

due to hyper parameter optimization of CNN using 

PSO. The numerical results of Precision 

Comparison is shown in Table 2. 

 

Figure 3. Representation of Precision Comparison 

 

Table 2. The numerical results of Precision Comparison 

No. of 
images 

MPNN ANFIS 
PSO-
ANN 

CNN-
PSO 

5 79 82 85 87 

10 82 85 87 89 

15 83 87 89 92 

20 85 89 90 93 

25 89 90 91 94 

4.2. Recall comparison 

 

Figure 4. Representation of Recall Comparison 

 From the above Figure 4, the graph illustrates 
the recall relation for the number of images in the 
listed datasets. These methods are implemented as 
MPNN, ANFIS, PSO-ANN and CNN-PSO. 
Increasing the number of photographs often 

increases the correct value for the recall. Through 
this graph, it is discovered that the current CNN-
PSO offers recall 96% higher than previous 
methods. The explanation for this is that the CNN-
PSO extracts the features directly which will 
enhance the detection of severe dengue. The 
numerical results of Recall Comparison is shown in 
Table 3. 

Table 3. The numerical results of Recall Comparison 

No. of 
images 

MPNN ANFIS 
PSO-
ANN 

CNN-
PSO 

5 83 85 86 88 

10 84 87 88 89 

15 86 89 91 92 

20 87 90 92 94 

25 89 91 93 96 

4.3. F-measure Rate comparison 

 

Figure 5. Representation of F-measure Comparison 

 From the above Figure 5, the graph explains 
the f-measure relation for the number of images in 
the given datasets. These methods are implemented 
as MPNN, ANFIS, PSO-ANN and CNN-PSO. When 
the number of data is increased, and the f-measure 
value is increased accordingly.  

Table 4. The numerical results of F-measure Comparison 

No. of 
images 

MPNN ANFIS 
PSO-
ANN 

CNN-
PSO 

5 84 85 87 89 

10 85 87 89 91 

15 87 89 91 93 

20 89 90 92 94 

25 90 91 93 95 
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From this graph it is learned that the proposed 

CNN-PSO offers 95% higher f-measurement than 

previous methods. Therefore the proposed CNN-

PSO algorithm is stronger than the current 

algorithms in terms of better performance of 

prognosis of severe dengue. The numerical results 

of F-measure Comparison is shown in Table 4. 

 

4.4. Accuracy comparison 

 

Figure 6. Representation of Accuracy Comparison 

 From the above Figure 6, the diagram 
illustrates the processing time relation for the 
number of images in the specified datasets. These 
methods are implemented as MPNN, ANFIS, PSO-
ANN and CNN-PSO. From this graph it is known 
that the proposed CNN-PSO algorithm is higher 
than the existing algorithms with a high precision 
rate of 97% in terms of better template matching 
results. This is due to the automatic extraction of the 
function in the CNN-PSO algorithm, which 
increases the severe dengue prognosis. The 
numerical results of Accuracy Comparison is shown 
in Table 5. 

 

Table 5. The numerical results of Accuracy Comparison 

No. of 
images 

MPNN ANFIS 
PSO-
ANN 

CNN-
PSO 

5 90 91 91 92 

10 91 92 92 94 

15 92 93 94 95 

20 93 94 95 96 

25 94 95 96 97 

 

 

 

V. CONCLUSION AND FUTURE WORK 

 In this work, a forecast of severe dengue, 
based on CNN-PSO, is proposed. The primary 
advantages of a CNN-based genome method for the 
prediction of serious dengue development are that 
it can also be implemented before infection at any 
stage of disease, and that human samples can be 
widely selected. The results show that the presented 
methodology offers a robust tool for pronouncing 
dengue severity. Experimental data show that the 
built CNN-PSO can detect most of the nodules with 
a high 97% accuracy rate. This success is mainly due 
to the deep CNN structure, which uses the capacity 
to extract different level features and to the use of 
PSO to modify hyperparameters that has resulted in 
better generalization. Smart techniques along with 
evolutionary algorithms can be used for faster 
calculation by choosing the optimisation required in 
different aspects. Considering multi-target 
distinguishing changes, the measurement accuracy 
is a good attempt. 
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A New Framework for Anomaly Detection in 
NSL-KDD Dataset using Hybrid Neuro-Weighted 
Genetic Algorithm 

 
 
 
 

 

Abstract: There are an increasing number of security threats to the Internet and computer 

networks. For new kinds of attacks constantly emerging, a major challenge is the development of 

versatile and innovative security-oriented approaches. Anomaly-based network intrusion detection 

techniques are in this sense a valuable tool for defending target devices and networks from malicious 

activities. With testing dataset, this work was able to use the NSL-KDD data collection, the binary 

and multiclass problems. With that inspiration, data mining techniques are used to offer an 

automated platform for network attack detection. The system is based on the Hybrid Genetic Neuro-

Weighted Algorithm (HNWGA).In this weighted genetic algorithm is used for the selection of 

features and in this work a neuro-genetic fuzzy classification algorithm has been proposed which is 

used to identify malicious users by classifying user behaviors. The main benefit of this proposed 

framework is that it reduces the attacks by highly accurate detection of intruders and minimizes false 

positives. The evaluation of the performance is performed in NSL-KDD dataset. The experimental 

result shows of that the proposed work attains better accuracy when compared to previous methods. 

Such type of IDS systems are used in the identification and response to malicious traffic / activities 

to improve extremely accuracy. 

Keywords: Data mining, Hybrid Genetic Neuro-Weighted Algorithm, neuro-genetic 

fuzzy classification and  NSL-KDD dataset. 

 

I. INTRODUCTION 

etwork intrusion detection (IDS), by 
detecting malicious users, are useful for 
providing protection to allow only 
legitimate users and detach malicious 
users further. The use of IDSs[1] 
effectively meets safety criteria such as 
confidentiality, non-repudiation and 

authentication. Both servers or on network 
nodes, IDSs can be installed. Innocence and 
external threats are marked. Due to their 
membership in businesses and associations, 
network users misuse their privileges and 
certificates issued by internally targeted 
individuals. 

This form of malicious intrusion would 
allow network resources to be leveraged through 
network services to be disrupted. The external 
user should then define attacks on the basis of 
external user anomalies. In this case, network 
usage habits for these attackers are monitored 
for a defined length, such that attackers can be 

differentiated from legitimate users. The 
literature already contains a wide range of 
methods and tools for intrusion detection. Until 
then, most current tools rely on the analysis of a 
benchmark dataset on specified types of attacks 
and do not conduct smart, soft calculation-based 
analysis[2]. New techniques must therefore be 
put forward, that could analyze all types of 
attacks effectively by applying intelligent soft-
computing techniques. 

 However, numerous researchers utilize 
methods for selection of features to increase 
classification algorithms and IDS[3] 
performance. With certain cases, knowledge 
collection or information processing is used to 
make final decisions. In addition, the values in 
the dataset come from various attributes and 
their data types are also not standardized. In 
order to handle this issue , it is important for 
each attribute to be normalized and emphasized 
based upon its importance in the classification 
process. 

N 
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 This research successfully recognize 
intrusion into networks through a new neuro-
genetic hybrid architecture called HNWGA. The 
proposed HNWGA includes various 
components and, above all, feature selection and 
assault classification. Such components have 
been developed using smart approaches and 
thus a new genetic algorithm (GFCA) and a 
smart classification algorithm (GFCA) have been 
proposed in the present paper to improve 
detection accuracy. These algorithms include a 
new genetic algorithm based upon weighted 
genetic algorithms (WGA). The proposed WGA 
is here used to define the optimum number of 
features which are ideal for classifying intruders 
successfully. The rest of the paper is structured 
as follows: In section 2 the related work of IDS is 
discussed. The proposed IDS detection 
mechanism using HNGA is described in section 
3. The experimental results and discussion is 
discussed in section 4. The conclusion and 
future work is given in section 5.   

 

II. RELATED WORK 

  In literature there are a few works aimed 
at detecting network intrusion. In [4], an 
efficient, reliable classifier is developed to 
evaluate a visit to a network as normal and not 
to the ant-colony algorithm and the support 
vector machine (SVM). In [5] a technical 
approach used by PCA to choose the sub-set of 
SVM, the classification feature and the selection 
of feature subsets based on their own values was 
proposed. [6], proposed algorithms such as 
Efficient Data Adapted Decision Tree(EDADT), 
Hybrid IDS, Semi-supervised methods and 
Hopping Period Alignment and Adjustment 
(HOPERAA) varying algorithms respectively. In 
[7], the new hybrid intrusion detection method 
is proposed, consisting of a C4.5 decision tree 
algorithm and a decomposition structure 
anomaly model, integrated hierarchically. Next, 
for desiccated subsets, SVM models are created. 
Two new methods for hybrid intrusive detection 
are reported in the study presented in [8]: one is 
based on gravitational search, and one on a mix 
of GS and GSPSO. In [9], suggested a 
deep learning approach on recurrent neural 
networks (RNN-IDS) for intrusion detection. 
Still be extremely cautious to reduce the training 
time with the use of GPU acceleration, prevent 
explosions and disappearances of gradients and 
study LSTM’s classification performance in the 
field of the bidirectional RNN algorithm. In [10], 
a hybrid intrusion detection model of several 
levels, which uses a vector and extreme learning 
machine to enhance the effectiveness of the 
detection of external and internal attacks. 
Despite a large number of existing works, only 

few types of attacks and other kinds of attacks 
were taken into consideration by most of the 
existing systems. In this work , a new IDS is 
therefore proposed that considers all kinds of 
known dataset attacks as well as feature 
selection to enhance the precision of 
classification. 

 

III. PROPOSED METHODOLOGY 

 HNWGA-based IDS consists of two 
primary components, the feature-selection 
framework for the optimum number of features 
and the data classification framework using the 
selected functions. Currently, the necessary data 
is obtained from the NSL-KDD dataset. The 
proposed algorithm of WGA function selection 
will be included in this context in order to choose 
the appropriate number of features from 41, and 
the proposed HNWGA algorithm can then be 
used to classify the data set effectively and the 
design diagram is shown in Figure 1. In the final 
judgment of the network data received from IDs 
by the fluctuating rules manager and the 
dynamic rule base, this Judgment Manager 
assists. 

 

3.1. Input NSL-KDD dataset and 
preprocessing 

 Various statistical analysis showed the 
inherent drawbacks in the KDD cup 99 dataset 
which affect the accuracy of many researchers' 
IDS detection systems. Data set NSLKDD is its 
predecessor's refined version. The complete 
KDD dataset contains an essential record. A 
collection of files for the researchers can be 
downloaded. In [11], the details of the attributes 
are indicated: the name, description of the 
attributes and sample data. Pre-processing data 
set: The initial pre-processing steps are as 
follows: 

➢ Dataset upload: The planned data set is 
uploaded for use in the data mining 
process in this step. 

➢ Features for extraction: the desired 
features are chosen from a data set up in 
step 1. A special feature, a subset of 
properties or all features may be 
included in the extraction basis. 

➢ Feature roles determination: The feature 
roles are indicated in this stage. "Roles" 
identify a specific feature identification 
number and determine whether it is 
regular, special, labeled, etc. 
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➢ Conversion of nominal data to numerical: 
nominal data must be converted to 
numerical data. 

➢ Standardization: Feature values based on 
Z-transformation are normalized in this 
step. 

 

 

 

Figure 1. The architecture diagram of HNWGA based IDS. 

3.2. Feature Selection Using Weighted 
Genetic Algorithm 

 To The input data is converted into binary 
formats and used for generation formation in 
the genetic algorithm process. In this model, the 
proposed algorithm for each iteration is taken 
from two chromosomes pertaining to two 
datasets, and they are assessed for physical 
accuracy, while the algorithm selects two 
parents when accommodate. If one of them is 
not suitable, the following dataset record will be 
considered for the next parent. This process is 
repeated with the application of fitness values, 
the choice of two parents, cross-sectional 
operations and mutations before fitness is 
assessed. The function set is made up of all 
attributes chosen by the weighted genetic 

algorithm. The initial population was created 

through transforming the data values to binary 

values. The number of 1s is created for each 

individual based on their original values, for 

various characteristics in sub-sets. The 

suggested weighted average fitness assessment 

function has been used to determine the 

weighted average accuracy and number one. 

Variations of the current generations of different 

chromosome groups are analyzed using the 

fusion and mutation operators. Crossover is 

performed in the latter part of the chromosome 

by means of uniform crossover operation and 

mutation. The selection is done by selecting a 

tournament in which the algorithm selects 

chromosome subsets for the whole population. 

The working principle flow diagram of WGA is 

shown in Figure 1. Table 1 provides pseudo code 

for the selection of features using weighted 

genetic algorithms. The initial population was 

created through transforming the data values to 

binary values. The number of 1s is created for 

each individual based on their original values, 

for various characteristics in sub-sets. The 

suggested weighted average fitness assessment 

function has been used to determine the 

weighted average accuracy and number one. 

Variations of the current generations of different 

chromosome groups are analyzed using the 

fusion and mutation operators. Crossover is 

performed in the latter part of the chromosome 

by means of uniform crossover operation and 

mutation. The selection is done by selecting a 

tournament in which the algorithm selects 

chromosome subsets for the whole population. 

The working principle flow diagram of WGA is 

shown in Figure 1. Table 1 provides pseudo code 

Input NSL-KDD
Dataset 

preprocessing

Feature selection 
using weighted 

genetic algorithm 
(WGA)

Classificatiuon 
using genetic 

fuzzy 
classification

Final decison 
maker neuro 

fuzzy approach 
for IDS detection
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for the selection of features using weighted 

genetic algorithms. 

 

Table 1. The pseudo code of feature selection using weighted genetic algorithms 

Input:      NSL-KDD features (F) (41 features), 
maximum number of iterations 
(max_generations), number of records 
(population size taken from the dataset), 
crossover probability (𝒞𝓅), mutation 
probability (ℳ𝓅). 

Output:   Optimal number of selected features 

1. Initialize the chromosome population 
consisting of 41 attributes 

2. Convert each value of the attributes into 
binary so that chromosomes can be either 
'0' or '1.' 

3. Initialise the weights 𝑤1 = 0.6 and 𝑤2 =
0.4 to the chromosomes (𝐶𝑖)  

4. Do for every single chromosome (𝐶𝑖) 

5. Calculate uniform crossover on 𝐶𝑖 with a 
𝒞𝓅 probability. 

6. Calculate mutation operator with a 
probability of ℳ𝓅 to the last bits of the 𝐶𝑖. 

7. Evaluate the weighted average fitness 
evaluation function ℱ(𝑖) =
[𝑤1∗𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑖)+𝑤2∗(

1

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑛𝑒𝑠
) ]

(𝑤1+𝑤2)
 

8. Condition check ℱ(𝑖)  >  𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 then 
ℱ(𝑖) = ℱ(𝑖) 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑠𝑒𝑡 

9. Using tournament selection from Feature 
set and choose the top best chromosomes 
in the new population as the optimal 
features. 

10. Repeat the steps from 3 to 9 until the stop 
criterion is met 

11. Produce the results of an optimal selection of 
features. 

 

 

The input data is converted into binary formats 
and used for generation formation in the genetic 
algorithm process. In this model, the proposed 
algorithm for each iteration is taken from two 
chromosomes pertaining to two datasets, and 
they are assessed for physical accuracy, while the 
algorithm selects two parents when 
accommodate. If one of them is not suitable, the 
following dataset record will be considered for 
the next parent. This process is repeated with 
the application of fitness values, the choice of 
two parents, cross-sectional operations and 

mutations before fitness is assessed. The 
function set is made up of all attributes chosen 
by the weighted genetic algorithm. 

 

The initial population was created through 
transforming the data values to binary values. 
The number of 1s is created for each individual 
based on their original values, for various 
characteristics in sub-sets. The suggested 
weighted average fitness assessment function 
has been used to determine the weighted 
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average accuracy and number one. Variations of 
the current generations of different 
chromosome groups are analyzed using the 
fusion and mutation operators. Crossover is 
performed in the latter part of the chromosome 
by means of uniform crossover operation and 
mutation. The selection is done by selecting a 

tournament in which the algorithm selects 
chromosome subsets for the whole population. 
The working principle flow diagram of WGA is 
shown in Figure 1. Table 1 provides pseudo code 
for the selection of features using weighted 
genetic algorithms. 

 

Figure 1. The architecture diagram of HNWGA based IDS. 

 

3.3. Hybrid Neuro-weighted genetic fuzzy 
classification for IDS detection 

 In this work a new algorithm with fuzzyrules 
was proposed and evaluated with the benchmark 
data collection, called the neuroweighted genetic 
fuzzy classification algorithm (HNWGA). In this 
classification algorithm, one input layer, one output 
layer, and two hidden layers were used for back 
propagation neural networks (BPNNs). As 
something of an activation function for neural 
network modeling, the exponential function was 
being used. Weight modification is often done by 
means of genetic algorithms with fuzzy rules and the 
fuzzy rules are used for ultimate choice. The 
proposed IDS algorithm, HNWGA, is shown in 
Table 2. 

Table 2. The pseudo code of feature selection using weighted 
genetic algorithms 

Input:      NSL-KDD with records 𝑹𝒊 , 𝒊 =
𝟏, 𝟐 … , 𝒏, with attributes 𝑨𝒋, 𝒋 = 𝟏, 𝟐 … , 𝒎, 

Optimal number of selected features, weights 
for chromosome 𝒙 are 𝒘𝟏 =  𝟎. 𝟔 and 𝒘𝟐  =
 𝟎. 𝟒. 

Output:   The anomaly detection results with 
attack types 

From the KDD cup dataset select some 
amount of records from the total records at 
random. 

Train data set utilizing neural networks with 
optimum features in back propagation 

Initialize population size, binary form 
attributes, probability of crossover and 
probability of mutation. 

Read genetic algorithm fitness function as 

𝔽(𝒙) =
( 𝒘𝟏∗𝒏𝒐.𝒐𝒇 𝒛𝒆𝒓𝒐𝒔)+( 𝒘𝟐∗𝒏𝒐.𝒐𝒇 𝒐𝒏𝒆𝒔)

(𝒘𝟏+𝒘𝟐)
 

For 𝒊 =  𝟏 𝒕𝒐 𝒏 do  

Start substituting the initial BPNN class 
labels with the training that was conducted by 
means of first labeling. 

By applying union operation enhance new 
data samples into the training data set. 

Repeat steps 14 and15 until the stopiing 
criterion is obtained 

Generate fuzzy rules by applying trapezoidal 
membership to Training data [12]. 

Apply fuzzy rules to make weight adjustment 
decisions 

Apply activation function to hidden layers 
output 

Perform the process of defuzzification. 

Load the attack types which are classified. 

Form rules and store them in fuzzy rule base 
for testing. 

Input NSL-

KDD dataset 
Initialize population 

(number of attributes)  

Evaluate weighted 

average fitness 

evaluation function 

Stopping 

criterion check 

Reproduction 

Crossover 

Mutation 

End process 

Increment by 1 

Yes 

No 
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Read rules from the base of Fuzzy rules and 
apply to test data. 

Presentation of final result, showing the IDS 
with its attack types. 

 

IV. EXPERIMENTAL RESULTS AND 
DISCUSSION 

 In NSL-KDD 1999 cup data set was used in 
this work to evaluate the feature selection algorithm 
and classification algorithm developed for the 
development of an IDS containing five classes 
(probe, U2R, R2L, DoS, and normal). In this 
section, the proposed HNWGA quality is assessed 
using traditional methods such as SVM-IDS [4], 
GSPSO-IDS [8], and RNN-IDS [9] with certain 
parameters such as accuracy, f-measure, accuracy 
and recall. 

Precision: It represents the proportion of positive 
samples correctly classified to the total number of 
positive samples predicted as shown in equation (1): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
   (1) 

Recall: a classifier’s recall represents the positive 
samples correctly classified to the total number of 
positive samples and is estimated as in equation (2): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (2) 

F-measure: this is also referred to as F 1-score, 
and is the harmonic mean of precision and recall as 
in equation (3): 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗(𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (3) 

Accuracy: This is one of the most commonly used 
classification performance measures and is defined 
as a ratio between the correctly classified samples 
and the total number of samples as in equation (4): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (4) 

Where true positive (TP) samples are properly 
classified as normal, false positive (FP) samples are 
incorrectly classified as abnormal, true negative 
(TN) samples are properly classified as abnormal, 
and false negatives (FN) are incorrectly classified as 
normal. 

4.1. Precision Rate comparison 

 From the above Figure 2, the graph explains 
the comparison of precision for the number of 
records in the specified datasets. Such methods as 
SVM-IDS, GSPSO-IDS, RNN-IDS and HNWGA are 
executed.  When it increases the number of records 
according to the precision value. From this graph, it 
is learned that, due to optimal feature selection 
technique. 

 

Figure 2. Representation of Precision Comparison 

The proposed HNWGA provides 94% higher 
precision than the previous methods that produce 
better results in attack detection. The numerical 
results of Precision Comparison is shown in Table 3. 

 

Table 3. The numerical results of Precision Comparison 

No.of 
features 

SVM-
IDS 

GSPSO-
IDS 

RNN-
IDS 

HNWGA 

5 85 87 89 90 

10 80 82 85 91 

15 70 79 86 92 

20 75 79 89 93 

25 80 84 89 94 

4.2. Recall comparison 

 

Figure 3. Representation of Recall Comparison 

The graph explains from the above Figure 3 that the 
recall comparison for the number of records in the 
specified datasets. Such methods as SVM-IDS, 
GSPSO-IDS, RNN-IDS and HNWGA are executed. 
Increasing the number of images also increases the 
corresponding recall value. It is learned from this 
graph that the proposed HNWGA provides 93% 
higher recall than previous methods. The reason for 
this is that the WGA produces the optimal features 
that will improve the results of attack detection.   
The numerical results of Recall Comparison is 
shown in Table 4. 
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Table 4. The numerical results of Recall Comparison 

No.of 
features 

SVM-
IDS 

GSPSO-
IDS 

RNN-
IDS 

HNWGA 

5 80 83 85 87 

10 82 85 87 89 

15 86 87 89 90 

20 87 89 90 92 

25 88 90 91 93 

 

4.3. F-measure Rate comparison 

From the above Figure 4, the graph explains 
the comparison of the f-measure for the number of 
images in specified datasets. Such methods as SVM-
IDS, GSPSO-IDS, RNN-IDS and HNWGA are 
executed. When the number of data is increased and 
correspondingly the f-measure value is raised. It is 
learned from this graph that the proposed HNWGA 
provides 96 per cent higher f-measurement than 
previous methods.  

 

 

Figure 4. Representation of F-measure Comparison 

 

Thus the proposed HNWGA algorithm is greater in 
terms of better results of attack detection than the 
existing algorithms. The reason Neuro fuzzy's 
parameter is optimized with genetic algorithm 
which will enhance the results of attack detection.  
The numerical results of F-measure Comparison is 
shown in Table 5. 

 

Table 5. The numerical results of F-measure Comparison 

No.of 
features 

SVM-
IDS 

GSPSO-
IDS 

RNN-
IDS 

HNWGA 

5 85 89 90 91 

10 87 90 91 92 

15 89 91 92 93 

20 91 92 93 94 

25 92 93 94 96 

4.4. Accuracy comparison 

 

Figure 5. Representation of Accuracy Comparison 

From the above Figure 5, the graph explains the 
comparison of processing time for the number of 
images in the specified datasets. Such methods as 
SVM-IDS, GSPSO-IDS, RNN-IDS and HNWGA are 
executed. It is learned from this graph that the 
proposed HNWGA algorithm is higher than the 
existing algorithms in terms of better template 
matching results with a high precision rate of 97%. 
The reason is that existing approaches also have a 
low success rate which has a high likelihood of 
causing misdetection of emerging changes. This is 
due to the use of the most important features 
selected by the feature selection algorithm which 
uses intelligent agents for decision making and, in 
addition, the use of fuzzy rules and genetic 
algorithm in the classification algorithm increases 
the classification accuracy resulting in an increase 
in in intrusion detection accuracy. The numerical 
results of Accuracy Comparison is shown in Table 5. 

Table 5. The numerical results of Accuarcy Comparison 

No.of 
features 

SVM-
IDS 

GSPSO-
IDS 

RNN-
IDS 

HNWGA 

5 89 90 91 91 

10 90 91 92 92 

15 91 92 93 94 

20 92 93 94 96 

25 93 94 95 97 

V. CONCLUSION AND FUTURE 
WORK 

A new HNWGA framework for an IDS was 
suggested in this work. Towards this end , a new 
algorithm called WGA has been suggested for the 
selection of features which will enhance detection 
accuracy, network efficiency, and optimal selection 
of features. Furthermore, there has been a special 
proposal on a new classification algorithm called 
GFCA, that also aims to improve the accuracy of 
intrusion detection. Experiments carried out in this 
paper show that the GFCA increases the accuracy of 
classification and that the classification time when 
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selected features are used. Ultimately, the work 
proposed named HNWGA was tested and its 
performance analyzed by means of a precise 
analysis and comparable with SVM-IDS, GSPSO-
IDS, RNN-IDS in constant environments. 
Experimental studies in this study have shown that 
the proposed algorithm of classifying results is more 
accurate than the other three classifiers. The key 
benefit of the proposed IDS system is that the 
identification is more precise, false positive and 
deduction times are of. Future research can be 
carried out in this way to help handle uncertainty by 
using the adaptive fuzzy inference model. 
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Abstract: This analysis reviews the management of vulnerabilities and security risks of Internet 

of Things (IoT). This paper provides an overview, which it reveals the recent Internet’s growth 

and how it has transformed our lives in various, unforeseen dimensions and how it has given rise 

to IoT. The introduction part focuses on providing an analysis on literature by presenting a short 

IoT history, some technical information on security protocols, and IoT hardware problems. The 

section on survey is where similar literatures on specific concepts are reviewed by describing the 

vulnerabilities and threats of IoT systems, and then reviewed risk management mechanisms for 

both information technologies and information protection. After the review, the analysis and 

discussion segment addressed and evaluated the details contained in the literature review. In this 

paper, a new risk management strategy uniquely designed for each IoT system is proposed. Then 

proposed work is evaluated by discussing the advantages and concluded the analysis and the 

future work. 

Keywords: IoT, Security, Threats, Vulnerability, Risk Management Framework  

 

I. INTRODUCTION 

he Internet is undoubtedly one of the 
greatest innovations of mankind. It has 
given us several benefits, which are 

nothing but a fantasy recently. It's difficult on 
its own to deliver a message to someone across 
the globe, so doing it in a few milliseconds was 
undoubtedly a wonder. Such technological 
innovation has, understandably, altered many 
facets of our lives. Newsletters, Radio stations, 
Cable TV, and postal mails are all been part of 
the history as they are alternated by podcasts, 
internet news, emails, and streaming services. 
Most of our daily tasks include utilizing the 
Internet in anyway, without even noticing it. 
The list doesn't even end here. Small, 
inexpensive, and often powerful appliances are 
built into our watches, TVs, refrigerators, and 
also toasters. They can be very easy, due to 
their wireless existence.  

It is understood, however, that convenience is 
typically exchanged for protection. These 
devices also have very small processing and 
memory capacities and are regularly referred to 
as devices or IoT of the Internet of Things. It 

was estimated in a report by Cisco Inc. that the 
number of Internet-connected devices 
exceeded the people population back in 2008 
and will cross more than fifty billion by 2020. 
This highlights the value of controlling these 
devices' security threats and vulnerabilities, as 
they are an incorporated segment of our daily 
lives. The issue with these systems was that 
frequently have very constrained capacities for 
storage and processing. This implies that, in 
most instances, they have limited tools 
necessary to create safe communication. This 
makes them unprotected to different forms of 
attacks, potentially placing the consumer at 
privacy loss risk. One might discuss that it was 
not just a losing our privacy term that we 
should think about if an IoT system is 
compromised. Since IoT devices are often used 
in very sensitive settings, such as healthcare, it 
may exactly be a subject of life or death to 
properly protect them. 

For these and several other purposes, the 
significance of providing a tailored system for 
handling IoT's security vulnerabilities and risks 
is strongly emphasized. 

IoT is not a modern idea. In reality, John 
Romkey presented the first IoT system at the 
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INTEROP conference in 1989. Like a toaster 
that might be remotely switched on or off using 
the Internet. It has been linked to the computer 
by a stack of TCP/IP network. This occurrence 
set off the development of IoT. Almost a decade 
later, LG unveiled the first Internet-linked 
fridge. Although the progress of the IoT 
domain appeared slow, it was the major 
milestones after the International 
Telecommunications Reunion (ITR) published 
the study on the subject in 2005. Thereafter, 
the IoT field has been progressing rapidly, and 
in late 2008, Cisco revealed the emergence of 
IoT when the devices or "things" was larger 
than the population [3].  

Today, IoT was used in a different range of 
ways and is very common than ever before. 
Though, due to the design of the devices that 
require efficiency of power and a factor of 
compact form, IoT was typically constrained 

about for storage and processing capacities. 
This has desolate consequences concerning 
security because secure communication 
algorithm typically require more computational 
power to operate efficiently in right time. i.e., 
protocol such as SSL was a key way to secure 
the link, primarily by encryption. SSL use the 
RSA cryptosystem for providing the 
cryptographically safe link among both ends. 
RSA security depends on providing huge prime 
numbers for measuring both private and public 
keys. Those big keys use a lot of memory. 
Moreover, SSL additionally requires output 
and input buffers, which again absorb memory. 
The ATmega328 microprocessor has only 2k 
bytes of SRAM are simply not provided with 
sufficient memory for handling SSL, or TLS. 
This was just one of the threats and limitations 
related to IoT that should be handled to achieve 
the objectives of the organizations. 

 

Figure.1. Growth of IoT 

 

II. RELATED WORK 

2.1. IoT Challenges  

The management of the IoT threats and 
vulnerabilities was a hot field of research 
recently, the security issues are classified into 
four categories [4]:  

Security issues in the application layer: 
involves security strategies such as trust 
establishment, resource exhaustion, etc.  

Security issues in the architecture: often 
subject to application and domain scenarios.  

Security issues in the communication: 
Responsible for the transmission of data 
within IoT devices or systems.  

Security issues in the data protection: this was 
the weakest factor because the confidentiality 
of the data must be enclosed.  

2.2. Transcending the IoT Threats 

In order to resolve the threats, some literatures 
proposed the security architecture for securing 
the data flow of the smart grid in the home 
area network [5, 15], and the suggested 
architecture can effectively handle the 
transmission on the home area network 
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through the non-confidential and confidential 
principles without damaging functionality of 
general home area. While additionally disuse 
the issues of IoT and some of the 
disadvantages, several suggestions came 
across, like [6]. IoT devices must have security 
development and all that relates to it. The 
problem on the network foundation, like the 
TCP/IP protocols, where the solution is to 
incorporate protection into the data flow itself 
with the sensing abilities of IoT device was 
addressed.  Finally, protecting the link sources 
would ensure that the device was used safely. 
In addition, one of the results which [6] 
referred to was the IoT modules breakdown, 
which was listed as five main factors as 
follows: 

Equipment or Device: which was incidental to 
the real device whether it is a sensor, or 
endpoint or even a washing machine.  

Hub or Gateway: A method that can be utilized 
as a Bluetooth or Ethernet or wireless and etc.  

Transport channels or Network, like the 
satellite and IP networks.  

Facilitation: the capacity for transferring data 
via the gateways and many others, such as 
processing and analysis.  

Application or Consumerization: The 
willingness of end-users for using details on 
their mobile phone, and etc.  

Subsequently, [6] also lists some threats that 
were frequently related with IoT, like:  

• Intensified Surface attack.  

• Systems of legacy.  

• Devices that are undetected, 
prohibited, and invalidated.  

• Unauthorized remote access.  

• Extensive exposure to sensitive data.  

In addition, [6] additionally claimed that these 
threats must be addressed separately to be 
related to each other. That's why the CIA can be 
implemented in every unit. Also the Ubiquitous 
defense-in-depth strategy was stated in [6] 
which summarized in the following figure: 
which will allow the organization to 
incorporate and track the device security along 
with the activities and process for the device. It 
will also include each layer protection and few 
more technique that would support to 
accomplish the objectives and identify the 
threats. Another literature [7], discussed same 
threats, but also included others that were not 
addressed in [6]. This was due to the various 

techniques of identifying threats. So providing 
security or not it's not the case with [7] instead 
trying to secure the system in the network base 
that was part of the things which [6] has 
discussed, but [7] clarified why it was very 
important than trying to protect the device with 
a work strategy or just device on its own [7] 
stated that securing the IoT device makes it 
very helpful and appropriate for having an IoT 
system, like: 

• Network Attacks 

• Physical Attacks    

• Encryption Attacks  

• Software Attacks  

Hence, to protect the IoT, these risks should be 
considered and each of the internal risks 
related to it, as the case of physical attacks on 
the basis of [7]:  

• Node tempering: Which will physically 
or partially alters the node sensor so 
that it can provide consistent and 
direct system access.  
 

• Interference of RF with RFIDs: 
Through transmitting radio signals to 
the IoT RFID devices as the DoS attack 
for generating noise to the device 
itself. 

 

• Physical damage: damage to the real 
IoT system and this form of threat was 
primarily relevant to the protection of 
the location or building in which the 
IoT gadget was located [7]. In the 
other form of threat that is stated by 
[7] which was a network attack that 
was similar compared to [6], it actually 
varies in the form that the attack could 
occur and how an attack pattern is 
rendered. So there are more common 
threats to be prevented in the 
implementation of the IoT while 
dealing with particular network 
attacks. 

 

• Traffic Analysis Attack: It was sniffling 
in the selected network and then 
implementing any analytical method 
utilizing specialized equipments for 
that purpose that was aimed at one of 
the things which claimed in [6], that 
was confidentiality and considered to 
be a backbone of security.  
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• Man in the middle attack: the kind of 
thing described in [6]. Through 
securing the network and having 
security protocols to secure the 
transmutation. However, [7] explicitly 
specifies what must be happen in the 
specified attack, how it could occur in 
this type of attack, where the man in 
middle was fixed trying to detect the 
transmission that was going on from 
the sender and the receiver side of the 
IoT device. 

3.3. Systems review for risk management 

Since the risks and vulnerabilities related to 
the IoT were identified, the literature on risk 
management can be reviewed. A special 
publication on the risk management of 
information technology systems has been 
published by the National Institute of 
Standards and Technology or NIST [1]. This 
publication describes risk management as a 
three-stage model. It begins by defining the 
risk, then evaluation, and in the end, by 
decreasing risk to the appropriate level. It is 
further noted that risk management helps IT 
professionals to accomplish the objectives of 
the organizations by determining a balance 
within operating costs, control costs, and 
incident costs.  

Therefore, a well-designed risk management 
method can help to make decisions on the 
implementation of effective controls. What 
does the management execute when the 
residual was better than risk appetite? Hence, 
the publication noted that management must 
replicate the risk management iteration till the 
residual was below or similar to risk appetite. 
From this, the risk management was concluded 
as an ongoing procedure that was changing 
every time. While this work [1] offered the 
strong basis for process of risk managements, it 
was very broad and little out of date for present 
world. NIST, therefore, released a more 
detailed publication specifically customized to 
risk management of information security [2]. 
This work noted that process of risk 
management consists of four major elements: 

• Assess risk. 

• Frame risk. 

• Monitor risk ongoing. 

• Respond to risk. 

The four factors and their association with each 
other are represented in the fig.2. 

 

Figure.2. Risk Management Framework 

The initial factor of risk management was risk 
framing. It discusses how organization builds 
the risk environments. This indicates that an 
organization must explicitly define a context in 
where decisions on risk-based are taken. This 
was not a simple job and involves recognition 
as following:  

• Risk constrains.  

• Risk assumptions 

• Tolerance to risk.  

• Trade-offs and Priorities.  

The next factor was assessing risk. It discusses 
how organizations assess risk between the risk 
system boundaries. This factor was certainly 
the significant, and its purpose was to define 
the followings:  

• Risks to the organizations.  

• Internal as well as external 
susceptibilities.  

• The risk effect that exploit the 
vulnerabilities.  

• Probability of the attack.  

Though, to achieve these objectives, the 
organizations must define the followings:  

• Risk management methods, strategies, 
and methodology.  

• Risk based assumptions.  

• Responsibilities and Roles.  

• How information on the risk 
assessment is stored, analyzed, and 
shared.  

• How the risk assessment was carried 
out.  

• Frequency of risk assessments. 

• How to obtain information on the 
threat. 
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Risk response is the third factor of risk 
management. How organizations respond to 
risk after the risk has been defined through a 
risk assessment was addressed. The purpose of 
this aspect was to offer a coherent and holistic 
risk response in accordance with frame of risk. 
However, this objective could not be 
accomplished without the followings:  

• Develop the alternate risk response 
protocol.  

• Evaluation of the alternative process.  

• Determination of the acceptable risk 
protocol among the sense of risk 
tolerances.  

• Implement the risk responses on the 
basis of procedures determined.  

The final factor of the risk management was 
continuous monitoring of risk, which discusses 
how organizations track threats eventually. The 
purpose of this part was to:  

• Assure that the risk responses 
prepared was well implemented.  

• Determining the continued efficacy of 
risk responses initiatives.  

• Detect changes that affect risk.  

This work was clearly comprehensive and 
allows for integrated method to risk 
management. The International Organization 
for Standardization or ISO has also published a 
standard on risk management in the field of 
data security [10]. When this principle was 
agreed upon among the network, it lacked a 
functional feature and did not offer for any 
deployment, as discussed in [8 & 9]. Nor does it 
describe an overview of controls presently in 
effect, as discussed in [11]. 

 

TABLE.1. COMPARISON OF RISK MANAGEMENT 
FRAMEWORKS  

Attribute/Framework 
NIST SP 
800-30 

ISO 27005 

Method Tactical Higher level 

Human resource 
Not 

addressed 
Explicitly 
addressed 

Information gathering 

Interview, 
Questioner, 

and 
document. 

Questioner, 
Interview, 

and 
document. 

Access Free access Paid access 

 

III. ANALYSIS AND DISCUSSION 

In the literature review, numerous flaws and 
problems associated with IoT systems were 
discussed and various risk assessment systems 
and their elements were addressed. The 
discrepancies and similarities among these 
systems were analyzed. On the basis of the 
analysis, that NIST 800-30 was essentially a 
management framework that blends into a 
technology-related context and was therefore 
more technical. Hence, ISO 27005 was better 
suited to management of higher-level activities, 
as it encompasses systems, people and 
technologies. However, these two systems were 
applicable to several organization that means 
that they were very generic for anything like an 
IoT unit.  

IV. PROPOSED SOLUTION 

After evaluating the various existing risk 
management systems and analyzing the 
findings, the following are proposed, rather 
implementing the common risk management 
system to every current IoT devices.  

 

Figure.3. Proposed Model 

The process of risk management should be 
incorporated into the life-cycle production 
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of IoT devices itself. The IoT gadget 
manufacturer must incorporate an 
acceptable risk assessment process 
depending on the design of IoT devices. In 
this manner, the execution of risk 
managements can be judged on basis of 
the device's performance. i.e., the 
application of risk managements for the 
surveillance cameras can be done else as 
relative to the smart refrigerator. That was 
precisely why the existing risk 
management systems could not be applied 
on every IoT applications, because the 
present risk management framework seem 
to take the overview of and thus over-
generalize risk management. It is 
comprehended that the IoT system is 
highly varied. It is also not necessary to 
implement the similar risk managements 
system for a microcontroller and the smart 
lock that was liable for protecting the 
entire buildings. Generally, trust and 
threat model vary considerably within IoT 
device, and thus, the standard risk 
managements system for each of them 
cannot be implemented. The risk 
managements process must be managed 
during the construction stage of the IoT 
facility for achieving the most successful 
and reliable process of risk management 
feasible. In the figure.3, the model that 
functions as a module must be 
incorporated into the life cycle of the IoT 
system.The initial step in the developed 
framework was to define the framework or 
environment in which the IoT interface is 
supposed to function. Further, an anticipated 
outcome of this process was a good description 
of the functionality and shortcomings of the 
system. In addition, the extrinsic and intrinsic 
values of the device must also be specified. The 
purpose of this step was to setup the way for 
the further steps.  

The next step was the concept of the trust 
model. The specified model must comprise the 
hardware, software, and information on which 
a security of the device depends in relation to 
the defined context. The purpose of this step 
was to identify which components can be 
trusted by the IoT system and, thus, to identify 
what the components of untrusted are, which 
was important for the following step.  

The next step was the concept of a threat 
model. The identified threat model was 
intended to recognize vulnerabilities related to 

the IoT system. It should also classify main 
threats which might target these 
vulnerabilities. In addition, the threat model 
should describe the possible collection of steps 
that an attacker could take to breach the 
device. Eventually, the threat model must 
recognize the effect as soon as the identified 
threat exploits the vulnerability. All of this 
must be performed in the sense of the given 
context. The purpose of this process was to 
collect the details required for the risk 
assessments to be carried out in the next step.  

The next step, and also the significant one, was 
to evaluate the risk in line with the 
performance of the last steps. Risks 
assessment was a two-step method of risk 
recognition and risk assessments. The 
outcome from the past phase to define the 
possible risk associated in IoT device will be 
used. Then, after the risk has been established, 
it will reflect it in a qualitative or quantitative 
manner depending on the likelihood of 
occurrence and its effect after it has occurred. 
The purpose of this process was to direct the 
decision-making process for reacting to these 
threats, which would occur in the following 
step. 

The following step was entirely about the use 
of controls to minimize risks to the optimal 
level. Though, it was important than a 
feasibility analysis in advance, particularly in 
the context of IoT was performed, since the lot 
of IoT gadgets were inexpensive. The 
implementation costs and the cost of the effect 
should be covered by the safeguards applied. 
The output of this step was an IoT system that 
was already handled in relation to 
vulnerabilities and risks and was able to be 
implemented without further risk control from 
user. This could be the last process in few 
situations where it was not possible to install 
patches and manage IoT systems.  

The last step in model was to monitor existing 
threats and predict potential risks. Residual 
risks left out of the previous phase should be 
tracked to assure that the risk appetite was still 
smaller. Still need to predict potential threats, 
since technology was constantly changing and 
new vulnerabilities were developing day-by-
day. IoT systems must also be maintained 
update in order to ensure an acceptable 
security level. This may be achieved by a range 
of means, such as patches for security and 
upgrades. Though, it was important to 
comprehend that this process will not be 
possible for few IoT gadgets, hence the 
expense of this process might be much higher 
than benefit of an IoT product. In the light of 
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the knowledge given in the earlier steps, the 
feasibility review may determine either or not 
it could be necessary to implement this 
process. Unlike earlier steps, this process was 
an on-going one. 

The proposed approach has many benefits 
over the existing risk management systems, 
few of them are:  

• Appropriate for all IoT devices: Since 
the proposed approach is incorporated 
into the product development of all 
IoT devices, every system will have its 
own risk management system if 
required.  

• Minimum charges from the User: The 
model required that risk management 
would be completely managed by the 
manufacturer. Therefore, no extra risk 
assessment can be added to the system 
by the end user.  

• Very effective: Because the device 
manufacturer knows the best about 
the device, it could be ensured that the 
risk management frameworks offered 
by the manufacturer was very efficient.  
 

V. CONCLUSION AND FUTURE 
WORK 

IoT devices have been a critical part of our 
lives. However, due to their design, certain IoT 
devices are vulnerable to different forms of 
threats, which make it much more difficult to 
protect them. The importance of handling 
these vulnerabilities correctly and its built-in 
threats is thus greatly emphasized. Hence, a 
new approach to risk management, which is 
more suitable, because it is uniquely 
customized to each IoT system, needs 
minimum overhead from the user and is 
typically more efficient. In future, the 
problems of added cost of development will be 
addressed and also an effort to reduce it. 
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A Survey on Cloud Computing for Information 
Storing 

 
 
 
 

 

Abstract: Cloud computing is a technique for storing the information virtually. It may comprise of 

database, storage, tools, servers, networking and software services. It deals with virtual storing and 

retrieving of data from anywhere by the help of internet. This paper uses cloud computing technique 

in education for uploading study materials, videos, sharing information to the students and for 

conducting tests. The symmetric key encryption technique is used in this concept, where one key is 

utilized for both decryption and encryption. The advanced encryption standard algorithm (AES) was 

used for securing the data in the cloud, where it gives high security and faster execution time. This 

technique is mainly based on improving the concept of virtual classroom by using cloud computing. 

Keywords: AES algorithm, cloud computing, E-learning, storage, virtual classroom 

 

I. INTRODUCTION 

loud computing is a biggest platform for 
all services providers over the internet. 
The main resources of the cloud provide 

storage, server, database, networking and 
software for all the tools and applications. Cloud 
is a major platform for the educational field for 
online learning, smart technology and 
networking, for each process of services and 
local storage devices, hard drive it will report the 
database for the verification. By using cloud 
services for a college management, business 
process, marketing fields. The reason for cloud 
computing option for people and business 
including cost saving, increased the product 
productivity, speed and efficiency automatically 
increases, performance of the services in all 
platform, security is highly effective by using 
different algorithm based on the applications. In 
cloud computing the information is accessed 
virtual space with the help of remote. Business 
aspects of all companies provide cloud service 
user can enable to save applications and files on 
remote servers and then access every data 
through internet. 

In recent years, cloud computing has 
demonstrated a variety of points of concern over 

traditional figuring models to be mainstream. 
Average desirable conditions with mobility, the 
convergence of adaptability, energy conservation, 
and cost savings. Cloud computing has been 
introduced as a general term for describing a set 
of advanced on-demand services for computing 
offered by commercial providers like Google, 
Amazon, and Microsoft. It means a computing 
infrastructure model is considered as a "cloud," 
from which organizations, industries, and people 
accesses applications on demand across the 
world. The fundamental concept beneath this 
technology was providing storage, computing, 
and software "as a service". National Institute of 
Standards and Technology (NIST) describes 
Cloud computing as a "model for enabling 
universal, convenient, and on demand access of 
network to configurable computing resources in 
a shared pool which could be quickly provided 
and delivered with minimum managerial efforts 
or service provider interactions". 

Cloud is an on-demand advance model for the IT 
world, constantly taking into account simulation 
and cloud computing developments. Cloud 
computing involves both the applications 
represented as services through Internet and 
hardware and software of the device used in the 
data center to offer the service. The systems 
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themselves were known as IaaS (Infrastructure 
as a Service), Software as a Service (SaaS), and 
PaaS (Platform as a Service) for describing their 
service.  

 
Figure.1. Cloud Service Models 

Cloud computing process data from the devices 
from around the all storage of data based on the 
virtual platform services providers. The internet 
cloud services data and application and work are 
accessible from any devices with could link to 
the internet. Cloud computing have different 
types of user can approaches the cloud services 
like public cloud, private cloud and hybrid cloud. 
Public cloud service provides their service to the 
user through the internet for free. Private cloud 
service provides their service to the business 
aspects of companies for certain number of 
people. The combination of public cloud and 
private cloud of both elements are known as 
hybrid cloud, these services provide system of 
network that supply hosted services. 

Although there are no official recommendations 
for the use of cloud-based systems in the 
education field, an inquiry to define and 
establish a reliable platform as a structured 
method in higher education is desirable as well 
as an area of interest and study. There is no 
question that teaching and learning strategies 
focused on personal computer equipment may 
pose a serious risk of exacerbating the divide 
among students who have access to different 
resources and technologies and students who 
cannot endure the same. 

II. RELATED WORK 

2.1. Cloud Computing – An Advanced E-
Learning Platform of School Education 

Cloud computing trends are use to develop the 
e-learning services. A platform of e-learning is 
fully concentrated on student education system 
and their knowledge of the upcoming 
technologies. The e-learning system estimate the 

need of new platform that are depend upon  the 
techniques like mobility, flexibility, 
individualization availability, and openness of 
education. Cloud technology are used in facilities 
and computer resources are available on the web 
service user like platform as a services, software 
as a services, hardware as a services, 
infrastructure as a services, communication as a 
services. The user accesses the online cloud 
computing by using certain equipments like 
laptop, net book, and smart phone. The 
advantages of these techniques reduce the 
hardware requirements and cost. 
Implementation of cloud computing technology 
is developing the modern education system it 
can use the main concepts of e-learning 
techniques to learn the current technology for 
improving the education resources.  

2.2 E-Learning in a Cloud Computing 
Environment 

Cloud is a growing technology in every sector the 
storage services is include based on the different 
types of services and the main goal of the cloud 
to develop the many education institutions with 
high ability for infrastructures and resources to 
execute the e-learning system. The concept of 
the paper explains the advantages and limitation 
of the cloud e-learning. Cloud computing is the 
growth future e-learning across institutions of 
worldwide services. Educational institution is 
focusing on offering students, faculties and 
administrations with capability to improve the 
modern mobile world.  

2.3. The Application of Cloud Computing In 
Education Informatization 

The application research of cloud computing in 
educational information, the tradition of 
technologies based on computers include the 
network storage, virtualization, distributed 
computing play a major role to share the current 
status of the cloud service, parallel commuting 
techniques is used to delivered the information 
on the same time to the users, network 
technology is a main process for sharing a data 
with fast and secure manner and automation 
techniques is initially the process is start until 
the last the same process. The proposed method 
of cloud computing is used by IBM and 
GOOGLE platform. The cloud computing was 
significance for developing information 
technology in field of education. The cloud is a 
convenient and cheap for more data processing 
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of modern education system. The level of 
education technology will be enhanced the 
information sources in future. 

2.4. A Proposed Model for Education System 
using Cloud Computing 

Education and cloud computing combine to give 
a quality type of education under the 
information technology develop the economic 
growth. The faculties are ready to develop an 
informatics future student under the backbone 
of cloud services providers like sales force. The 
information sharing techniques make a student’s 
more knowledgeable atmosphere. Many services 
providers offer various cloud based application 
for user who can work simply for academia of 
cloud computing. The e-learning system facing 
teaching challenges of cloud computing. The 
propose model of cloud computing the teachers 
and students could share the course programs 
through the cloud and students can update their 
examination, materials and assignments. The 
attendance records are also stored in cloud 
services. Cloud computing education was to 
minimize the difficulties in teaching 
infrastructure. 

 

2.5. E- Learning Based on Cloud Computing 
Technology 

Cloud computing is a growing rapidly, with 
application including the area based on 
education. The telecommunication devices like 
desktop, laptops, tablets, mobile, music players 
it make a product to distributed compare to any 
centralized entity. E-learning system is usually 
require many hardware and software resources 
offer the cloud computing facilities to achieve 
flexibility, efficiency for good process e- learning 
services. Cloud e-learning is an approach for 
selecting the cloud as it promise very clear 
advantages. Cloud support digital services for 
storage data to distributed the access centralized 
system uses of application and resources for 
several cloud applications. By using the cloud 
platform is less amount of cost and the data 
sharing under safe and secure process of cloud 
services providers increase the learning facilities. 

2.6. AES Algorithm Based Approaches 

This segment highlights the significance of 
advanced encryption standard (AES) technology, 
as it is the key algorithm method used in the 
conducted study of both the encryption process 

and the decryption process. A variety of papers 
was evaluated on the basis of a testing 
methodology in which the AES algorithm is used 
in a number of cloud services related 
applications in which other algorithms are 
effectively compared.  

Abha Sachdev and Mohit Bhansali (2013), with 
the monumental growth of sensitive cloud data, 
cloud protection has become more critical than 
any time in the modern past. Cloud information 
and software live in highly adaptable storage 
systems and can be accessed all over the world. 
Unfortunately, the advancement of cloud clients 
was combined with the emergence of malicious 
behavior in the cloud. An ever-increasing 
number of bugs have been discovered and new 
security alerts have been regularly issued. A vast 
number of clients access the Cloud for diverse 
reasons and thus need incredibly safe and 
resourceful services. The development of the 
cloud, especially in the increasing scope of apps, 
includes far more protection and validation.  

Roshani Raghatate et al., (2014), Adding AES to 
information security provide benefits of less 
memory usage and less time to measure as 
compared to alternative algorithms. About the 
fact that cloud infrastructure has its own 
security features, the client should select 
architecture depending on its security. Each 
cloud service has its own set of rules, pricing, 
capability, support as well as other essential 
features. The primary consideration dealt with 
in this proposal was the encryption concept for 
protecting data by making it inaccessible to 
everyone.  

A.M Abdullah, (2017), AES algorithm was one of 
the familiar and commonly utilized symmetric 
block cipher algorithms used worldwide. This 
algorithm got the individual basic framework for 
encrypting and decrypting confidential data and 
was utilized in hardware and software worldwide. 
It was very challenge for hackers to acquire the 
original data when encrypted with an AES 
algorithm. No proof was there to date that this 
process of algorithm could be solved. AES could 
accommodate three different sizes of keys, such 
as AES 128, 192, and 256 bits, and both of these 
128-bit block sizes. 

III. CLOUD SERVICE MODELS 

Cloud services are provided as IaaS, PaaS, and 
SaaS. It is a combination of many techniques, 
comprising distributed and grid computing, and 
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service delivery network by using Internet. The 
public cloud platform is very complicated when 
contrasted with a conventional data center 
environment. Based on the model of Cloud 
computing, an institution or organization gives 
up direct access to significant features of security, 
provides a higher level of trust over the Cloud 
provider. The three different types of service 
models in cloud computing are: 

3.1 IAAS 

Infrastructure as a service (IAAS) is a virtual 
resources that includes virtual servers, networks, 
processing power, hardware and storage. These 
services can be accessed by cloud computing 
platform based on pay as per usage of services. 
This service reduces the cost and complexity of 
buying the software and managing the servers 
rather than using as we need. The services are 
highly scalable and flexible and also maintain 
the system backup and developing measures. 

3.2 PAAS 

Platform as a service (PAAS) was a cloud 
computing service model which provides storage, 
database management system, hardware, 
networking, servers, middleware, software, 
operating system, application framework, 
programming languages and other development 
tools to users for creating applications. These 
services can be easily accessible by cloud 
platform services based on pay for usage. This is 
highly scalable and it makes easy for the 
customers to create, run, manage, test and 
deploying the web applications. 

3.3 SAAS 

Software as a service (SAAS) was an on-demand 
software that provides software to the users by 
accessing through internet. This service is cost 
effective and the users no need to pay money for 
purchasing and installing the software because it 
works on monthly subscription of software. The 
software is provided by third party vendors as a 
host application to the customers based 
subscription of products. This model can be used 
in business applications, customer relationship 
management, document management, social 
networking and mail services. 

3.4. Selection of cloud deployment model 

A cloud computing based solutions can be used 
in following ways,  

Community Cloud: This uses a framework 
with network for its assurance just like a grid.  

Public cloud: This kind of solution is given by 
the Google, amazon where the data must be 
ensured in a private framework with an 
assurance that it is ensured there also it relies 
upon pay start and demands more prominent 
security from a broad amounts of vindictive 
groups.  

Private Cloud: This kind of feature is required 
in private affiliations and government firms, and 
besides where the data stored needs more care 
and should be managed carefully. These can 
develop their own particular plan of standards in 
a cloud where simply the administrators of that 
affiliation can get to.  

Hybrid Cloud: It is mix of the two clouds 
described above i.e. Private cloud and Public 
cloud. 

Cloud computing has been used in a variety of 
applications globally. The research work was in 
the domain of cloud computing, for which 
technology was necessary to be used for 
technological development in the education 
application. Several companies or organizations 
now have minimum one program or half of their 
computing technology over the cloud. Cloud 
environments are ripening and, in few cases, 
getting more nuanced. Although 43 percent use 
just hybrid cloud and 12 percent just use multi 
cloud, 30 percent use both.  

 

IV. SYSTEM DESIGN 

The architecture diagram (see fig 1) explains the 
concept of cloud computing based virtual 
classroom technique. This system helps to 
improve the communication between the 
students and the staff by storing and retrieving 
all the information from the cloud. The cloud 
computing contains all the details of staffs, 
students, study materials, videos and institution 
related information. Here, the cloud is 
connected with staff and students, where staff is 
responsible for uploading study materials, 
videos, conducting tests, viewing student 
performance and sharing general information 
among the students. Students are responsible for 
taking tests from anywhere, viewing videos, 
materials and information, communicating with 
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friends and can do the project by the use of 
cloud computing. 

Cloud computing based virtual classroom 
technique makes the students to gain knowledge 
from anywhere and from any device. It helps the 
staff to manage more number of students in a 
single time and can view the student’s 
performance from anywhere and from any 
device. This technique does not need any storage 
device for storing the details, where it has the 
capacity of storing the information virtually in 
cloud. This paper is based on symmetric key 
encryption, it contains single key for both 
encryption and decryption techniques. The 
algorithm used for this technique is advanced 
encryption standard algorithm (AES). AES is 
commonly typically used for cloud protection. 
AES was proposed in order to replace DES in 
functional implementations. AES was adopted 
by the NIST on 26 November 2001. AES was a 
symmetric-key algorithm that means that the 
single key was used for both data decoding and 
data encoding. AES was also called RIJNDAEL, 
named after the names of its inventors John 
Daemen and Vincent Rijmen. AES was 
unpredictable and depended on the duration of 
the key. AES used 10 series for 128-bit keys, 14 
series for 256-bit keys and 12 series for 192-bit 
keys. Both of the series uses an alternative 128-
bit series key, which was predicted from the 
original AES key. AES algorithm provides high 
security, allows less space and quicker execution 
time than other algorithms. This algorithm 
encrypts and decrypts data using cryptographic 
bit keys. This guarantees high protection for 
data in the cloud world. 

 
Figure.2. Cloud computing based virtual classroom 

technique 

AES works well in both the software and 
hardware processes under a wide range of 
circumstances. This includes 8-bit and 64-bit 
systems and DSPs. Its underlying parallelism 
enables the optimal use of processor resources 
contributing to execution of large-scale 
programming. This algorithm got fast key 
configuration time and improved key operation. 
It needs less memory for use, making it suitable 
for small space scenarios. The structure had a 
tremendous ability to benefit from parallelism at 
the stage of teaching. There were no critical bad 
keys to AES. It supports both block size and key 
size which were 32 multiples (more notable than 
128-bits). A numerical measurement of the 
ciphertexts was not possible despite a huge 
number of experimental had been carried out. 
No differential and linear cryptanalysis attacks 
on AES have yet been developed.  

Proper convergence of face-to-face and 
interactive learning is needed to ensure the 
continuity of higher education through the use of 
digital skills. A proper balance of digital life and 
physical life will yield enormous benefits for the 
economy and society. Future learning education 
would focus more on artificial learning, virtual 
machines/online computers, or cloud-based 
information storage. Real-life and virtual 
learning will complement one another, and 
consumers would have remote access to apps 
independent of time and physical spaces.  

Transition to virtual learning was an interim 
solution to the coronavirus pandemic. What is 
needed is rethinking, creativity, automation, and 
quality management, with an emphasis on 
learning digitalization. The design of the layout 
of the courses and the mode of delivery in higher 
education must be based on scenario planning. 
Instructional design is a common concept coined 
in virtual learning that ensures online learning is 
most successful. This examines the ability to 
apply modern technologies to the immersive and 
innovative implementation of e-classes. To sum 
up, successful digital learning involves 
imagination, ingenuity, and the design of 
innovative technologies to involve students 
before and during lectures on the digital 
platform. A constructive strategy is required to 
share the expertise and experience of workers 
with varied needs. 
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V. CONCLUSION 

Cloud computing based virtual classroom 
technique is mainly based on improving the 
communication between the staff and the 
student by storing and retrieving all the 
information’s from cloud. Cloud computing 
helps the people to store large amount of data 
virtually and allows the people to retrieve the 
data from anywhere and by any device. 
Advanced encryption standard (AES) algorithm 
is used in this concept, where it provides high 
security, faster execution time, and high 
encryption capacity and requires low amount of 
memory usage. This system helps all the 
educational institution for storing, retrieving 
and viewing all the students and staffs 
performance virtually by using cloud computing 
technology. 
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A Hybrid Genetic-Neuro Algorithm for Cloud 
Intrusion Detection System  

 
 
 
 

 

Abstract: The security for cloud network systems is essential and significant to secure the data 

source from intruders and attacks. Implementing an intrusion detection system (IDS) for securing 

from those intruders and attacks is the best option. Many IDS models are presently based on 

different techniques and algorithms like machine learning and deep learning. In this research, IDS 

for the cloud computing environment is proposed. Here in this model, the genetic algorithm (GA) 

and back propagation neural network (BPNN) is used for attack detection and classification. The 

Canadian Institute for Cyber-security CIC-IDS 2017 dataset is used for the evaluation of 

performance analysis. Initially, from the dataset, the data are preprocessed, and by using the 

genetic algorithm, the attack was detected. The detected attacks are classified using the BPNN 

classifier for identifying the types of attacks. The performance analysis was executed, and the 

results are obtained and compared with the existing machine learning-based classifiers like FC-

ANN, NB-RF, KDBN, and FCM-SVM techniques. The proposed GA-BPNN model outperforms all 

these classifying techniques in every performance metric, like accuracy, precision, recall, and 

detection rate. Overall, from the performance analysis, the best classification accuracy is achieved 

for Web attack detection with 97.90%, and the best detection rate is achieved for Brute force attack 

detection with 97.89%. 

Keywords: Intrusion Detection, Cloud Computing, Genetic algorithm, Back Propagation Neural 

Network, CIC-IDS. 

I. INTRODUCTION 

Cloud computing has been introduced as a 
general term for describing a set of advanced 
on-demand services for computing given by 
commercial suppliers like Google, Microsoft 
and Amazon. It means the computing 
infrastructure model was considered as the 
"cloud," from which organizations, industries, 
and people accesses application on demand 
worldwide. The fundamental concept beneath 
this technology was providing storage, 
computing, and softwares "as a service." [1]. 
National Institute of Standards and 
Technology (NIST) describes Cloud computing 
as the "model for enabling universal, 
convenient, and on demand access of network 
to a configurable computing resources in a 
shared pool which could be quickly provided 
and delivered with minimum managerial 
efforts or service provider interactions" [2]. 

Cloud services were provided as 
Infrastructure-as-a-service (IaaS), Platform-
as-a-service (PaaS), and Software-as-service 
(SaaS). It is a combination of many techniques, 
comprising distributed and grid computing, 
and service delivery network by using Internet. 
The public cloud platform is very complicated 
when contrasted with a conventional data 
center environment. Based on the model of 
Cloud computing, an institution or 
organization gives up direct access to 
significant features of security, provides a high 
level of trust over the Cloud provider [3-5]. 
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Figure.1. Cloud Computing Stack 

In the Cloud system, distributed and shared 
resources makes it challenging to create a 
security system to ensure data privacy and 
security. Because of open issues, no Cloud 
service provider (CSP) accepts their users to 
use IDS or security techniques expanding into 
the management service layer behind 
virtualized Cloud instances. Users might not 
know about specific security-issues, 
vulnerabilities, or malware details. For 
example, the intruders might have the option 
to obtain the information of Cloud accounts 
and set up a kernel-level rootkit through back-
channel [6]. Intrusions on "physical level" are 
like extracting the RAM of the virtualized host 
or undermining the virtualization layers were 
aware to the network. Indeed, the host system 
offering the information cannot be reliable 
entirely once the CSP holds the physical 
resource. CSPs regularly setup a SLA (Service 
Level Agreement) to feature the privacy and 
security of the relevant services [7]. 

Though numerous security complexities arise 
with the variation to this computing model, 
including IDS, however, the significant 
development of the data security innovations 
recently, attacks and intrusions keep on 
defeating existing IDSs in the Cloud 
environment. A disastrous DDoS attack 
recently has taken down over 70 significant 
Internet services, including Github, Amazon, 
Paypal, Twitter, and so on. Attackers have 
exploited IoT and Cloud Computing 
technologies to produce a large volume of 
traffic attack over 665 GB/s [8-9]. 

Intrusions and attacks have become a 
challenge to the existing Cloud IDSs through 
enormous amount of network traffic data, 
complex and dynamic actions, and new attack 
classes. IDS for Cloud must analyze network 
traffic data with vast volumes, identify the new 

attack actions effectively, and obtain higher 
accuracy with a low error rate [10]. 

In this research, a neural network-based 
technique Back Propagation Neural Network 
(BPNN) is proposed to classify the detected 
intrusions in the cloud environment and for 
detecting the intrusions the Genetic Algorithm 
(GA) is proposed. From the proposed dataset, 
the data are preprocessed and forwarded to 
detect the present anomalies by using the 
genetic algorithm. This detection enables the 
model to recognize and blocks suspicious data 
while granting accesses to general data. The 
anomaly data are then classified by using the 
BPNN classifier to detect each attack type 
present in the dataset. 

II. RELATED WORK 

IDS is a significant security tool used to secure 
the resources of the cloud. However, IDS 
frequently experience poor detection accuracy 
because of composed attacks like DDoS. Even 
though specific works have limitations and 
lack of methodology to decide a proper time to 
exchange attack data between nodes in the 
distributed IDS. In this way, N M Ibrahim and 
A Zainal proposed the distributed IDS that 
used an algorithm called binary segmentation 
change point detection, toward addressing the 
proper time frame to forward attack data to 
distributed IDS nodes and utilizing parallel 
Stochastic Gradient Descent with SVM (SGD-
SVM) for accomplishing the distributed 
identification. This model was experimented in 
Apache Spark utilizing the NSL-KDD dataset 
[11]. 

The increasing demand for cloud computing 
causing it inclined to different attackers 
impacting the integrity and privacy of the 
information stored in cloud. The efficient IDS 
composed of a minimum time-compelling 
algorithm with minimum space complication 
and high accuracy. To make this, the total 
features were decreased while preserving less 
data loss. Partha Ghosh et al. proposed a 
feature selection model, in which the features 
were chosen based on mutual data gain 
between related attributes. To accomplish this, 
initially, the attributes as per the correlativity 
were grouped. Hence, from every group, the 
attributes with the most elevated mutual data 
gain in their relevant group were chosen. This 
resulted in a minimized feature set that 
provided fast learning and hence delivered 
great IDS that will secure the information in 
cloud [12]. 

Identification of attacks and intrusions 
through illegal users is perhaps the greatest 
challenge for both cloud service providers and 
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users. Multi-Layer Perceptron Neural 
Networks and Particle Swarm Optimization 
were used by A.S Saljoughi et al. for identifying 
the attacks and intrusions in cloud computing. 
For optimizing the neural network, a 
combination of the neural network with the 
PSO was used to extricate optimal weights and 
attempted to decrease the time complications 
via training the network with random weights. 
The K-fold technique was utilized and selected 
a random group for result analysis. The model 
is assessed with KDDcup99 and NSL-KDD 
datasets [13]. Another combination of 
algorithms like MLP network, artificial bee 
colony, and fuzzy clustering were presented by 
B Hajimirzaei and N J Navimipour for 
detecting intrusions in the cloud environment 
[14]. 

Mohamed Idhammad et al. presented a 
distributed IDS based on machine learning for 
the Cloud environment. The model was 
developed to be embedded in the Cloud, along 
with the cloud provider’s edge network 
elements. This enables intercepting incoming 
network traffic to the physical layer’s edge 
network routers. The captured information 
was then preprocessed and forwarded to the 
initial detection of the anomaly process 
utilizing a Naive Bayes method. This enables 
detecting and blocking speculated traffic while 
granting normal traffic access. The speculated 
traffic at every network router part was synced 
to a main server. The Random Forest classifier 
was utilized for classifying the network traffic 
information accessible on the server and 
detects each attack type. This IDS model was 
performed on the Google Cloud and evaluated 
by the dataset CIDDS-001 [15]. 

A hybrid model composed of FCM and SVM 
was proposed by A.N Jaber and S.Ul Rehman. 
This hybrid technique was used as an IDS 
model to identify intrusions and attacks in a 
cloud computing environment. This model was 
separated into three stages. The primary stage 
presented the FCM clustering module that was 
utilized to divide huge dataset into small 
cluster for allowing the SVM to learn viably in 
an ideal way. The fuzzy model improved the 
SVM's performance. In the next stage, various 
SVM models were trained as per the allocated 
cluster values. Finally, the fuzzy aggregation 
model combined the results of the hypervisor 
inspector [16]. 

Edge computing expands conventional 
services of cloud to the network edge, and the 
exceptionally heterogeneous and dynamic 
condition at the network edges creates the 
security of networks circumstance confronting 
extreme difficulties. H.Yin et al. analyzed the 

improved k-dependency bayesian network 
technique that defined the trust relations 
between system elements and decreased the 
difficulty of the BN structure by lessening the 
coordinated weak dependence edges. By 
presenting a virtual augmentation technique 
and the maximum a posterior (MAP) criterion 
for small category samples, this classification 
model for intrusion detection based on 
improved KDNB was developed. The results 
were assessed using just 10% of the 
KDDCup99 dataset. This model solved the 
issues of poor stability and low detection 
accuracy [17]. 

III. PROPOSED METHODOLOGY 

In this proposed model, the Genetic algorithm 
and BPNN classifier algorithms are used for 
detecting the intrusions and attacks in the 
cloud computing environment.  

 

Figure.2. Proposed Method 

Initially, the dataset is given as input to the 
system and preprocessed. For detecting the 
attacks and intrusions, CICIDS 2017 dataset is 
used. The preprocessed data forwarded to the 
initial anomaly detection using a GA, and the 
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results from the GA are fed to the BPNN 
classifier. These results from the genetic 
algorithm are used to detect the intrusions and 
attacks present in the dataset as malignant and 
normal data. The BPNN classifier is used to 
classify the types of attacks. 

3.1 Genetic Algorithm 

The GA updates the population of individuals 
iteratively. By using fitness function, the 
individuals are assessed during every iteration 
process. A new population generation is 
acquired from the current generation by 
probabilistically choosing fitter individuals. 
Some of the individuals were allowed 
unchanged to the next generation. Others are 
referred to genetic operators like mutation and 
crossover to make new offspring. g is the 
current generation; n was the total individual 
in the populations; Z was the population 
fraction to be substituted by a crossover in 
every iteration, and μ was the mutation rate. 

//Initialize generation 
g=0; 

Pg = n randomly produced individuals 
population; 
//Calculate Pg 

Calculate fitness (f) for every f ϵ Pg; 
Do 
{ //Create generation g+1 
 //1. Copy 
 Choose (1-Z) × n individuals of Pg and 
insert into Pg+1; 
 //2. Crossover 

Choose Z × n individuals of Pg; pair 
them up; generate offspring; insert 
offspring into Pg+1; 

 //3. Mutate 
 Choose μ × n individuals of Pg+1; invert 
a randomly chosen bit in each; 
 //Calculate Pg+1 

 Calculate fitness (f) for every f ϵ Pg; 
 //Increment 
 g= g+1; 
} 
while the fitness of the fittest individual in Pg is 
not enough high; 
return the fittest individual from Pg; 

3.2 Back Propagation Neural Network 

 

 

Figure.3. BPNN Architecture 

 

The BPNN is simple, fast, and simple to 
program. It has no parameters to tune 
separated from the number of inputs. It is an 
adaptable technique as it does not need prior 
information about the network. It is a standard 
technique that usually performs well. It does 
not need any specific indications of the 
features of the function to be learned. 
Backpropagation is a short term of "backward 

propagation of errors." It is a standard 
technique of training ANN [18]. BPNN 
contains the input, hidden, and output layer, a 
normal multi-layer network regulated by the 
complete interconnection within layers but 
independent of integration in the same cell 
layer. The process of learning includes forward 
and backpropagation. The error resulting may 
be due to the connection weight abnormality 



19 | P a g e  
Suresh A N. A Hybrid Genetic-Neuro Algorithm. 2020 

 

and threshold within the connection layer 
nodes, thereby measuring the error value of 
the connecting node and changing it according 
to the connection weight [19]. 

Backpropagation refines the network structure 
by removing weighted links that minimally 
affect the trained network. It is the technique 
for adjusting the neural network's weight 
dependent on the error value acquired in the 
prior iteration. Proper weight tuning enables 
to minimize error rates and to make the 
system dependable by expanding its 
generalization. The inputs X arrive through the 
pre-connected path. The input was modeled 
using weight W. The weights are usually 
selected in random. The outputs for all 
neurons from the input layer to the hidden and 
output layers are calculated. To compute the 
error in the output, the following condition is 
used,  

Error=Actual output - Desired output 

Then switch to the hidden layer from the 
output layer to adjust the weights, thus 
reducing the error. This operation is repeated 
until it obtains the desired outcome. BPNN 
architecture is depicted in figure.3. It 
comprises of three layers. When the input was 
fed with a specific training pattern, the 
weighted input sum for node j in the hidden 
layer was determined by, 

𝑁𝑒𝑡𝑗 = ∑𝑤𝑖,𝑗𝑥𝑗 + Ɵ𝑗   (1) 

Condition (1) was to compute the neuron's 
total input. The Ɵj expression from a bias 
node, the weighted value, consistently 
presented output as one. This bias node was 
deemed as the "pseudo input" for every neuron 
present in the output and hidden layers and 
also utilized for solving the issues identified 
with circumstances where the input pattern is 
0. If an input pattern gets zero value without a 
bias node, the NN cannot be trained. 

To determine whether the neuron must fire, 
the "Net" term, otherwise called the action 
potential, was forwarded to a suitable 
actuation process. The activation function's 
output value decides the result of neurons and 
turns into the input to neurons in the following 
layers associated with it. Hence the 
differentiable activation function is a 
prerequisite for the BP algorithm. The sigmoid 
function was utilized as a standard activation 
function. 

𝑂𝑗 = 𝑥𝑘 =
1

1+𝑒
−𝑁𝑒𝑡𝑗

   (2) 

Likewise, conditions (1) and (2) were utilized 
to decide the value of output for node k in the 
output layer.  

Output Layer 

If the output node's actual activation value, k, 
is Ok, and for node k's anticipated target 
output was tk, the dissimilarity among the real 
and the anticipated output was presented by:  

∆𝑘= 𝑡𝑘 − 𝑂𝑘    (3) 

For node k, the error signal in the output layer 
computed as  

𝛿𝑘 = ∆𝑘𝑂𝑘(1 − 𝑂𝑘)   (4) 

or 

𝛿𝑘 = (𝑡𝑘 − 𝑂𝑘)𝑂𝑘(1 − 𝑂𝑘) 

Ok(1-Ok) is the Sigmoid function derivative. 
Using delta rule, the weight correlation 
difference of the node k and j is determined by 
the j actuation in relation to the k error.  

The equations for changing the weight, wj,k, 
among the j and k are:  

∆𝑤𝑗,𝑘 = 𝑙𝑟𝛿𝑘𝑥𝑘   (5) 

𝑤𝑗,𝑘 = 𝑤𝑗,𝑘 + ∆𝑤𝑗,𝑘   (6) 

Where, ∆𝑤𝑗,𝑘  was the modification in the 

weight among k and j, lr was the learning rate. 
lr is generally a smaller constant, which 
represents the relevant changes in weight. It 
must be noticed, in condition (5), the xk was 
the value of input for k, and also a similar 
output value from j. For enhancing the way 
toward weights updating, a change to 
condition (5) was   

∆𝑤𝑗,𝑘
𝑛 = 𝑙𝑟𝛿𝑘𝑥𝑘 + ∆𝑤𝑗,𝑘

(𝑛−1)
𝜇  (7) 

The update of weight during the nth epoch was 
specified through adding the (µ) momentum 
term, multiplied to ∆𝑤𝑗,𝑘 (n-1)th epoch. 

Hidden Layer 

For j, the error signal in this layer computed as 

𝛿𝑘 = (𝑡𝑘 − 𝑂𝑘)𝑂𝑘 ∑(𝑤𝑗,𝑘𝛿𝑘)  (8) 

Likewise, the equation to modify the wi,j, 
within the j and i is  

∆𝑤𝑗,𝑘
𝑛 = 𝑙𝑟𝛿𝑗𝑥𝑗 + ∆𝑤𝑗,𝑘

(𝑛−1)
𝜇  (9) 

𝑤𝑖,𝑗 = 𝑤𝑖,𝑗 + ∆𝑤𝑖,𝑗   (10) 

Global Error 

At last, the BP was acquired by presuming, 
which was appropriate to reduce the output 
nodes error across the patterns introduced to 
the NN. The accompanying condition was 
utilized for computing the error function E, for 
every pattern:  

𝐸 = 1
2⁄ ∑(∑(𝑡𝑘 − 𝑂𝑘)

2)  (11) 

https://www.cse.unsw.edu.au/~cs9417ml/MLP2/Glossary.html#global%20error
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Technically, when the NN has been trained 
adequately, the error function must be a zero 
value. 

3.3. BPNN Algorithm 

Allot every network input and output  

Initialize each weight with lower numbers 
randomly, generally among - 1 and 1  

repeat  

    for each pattern in the training set 

        Present the network pattern  

//Propagate the input forward through the 
network:  

            for every layer in the network  

                for each node in the layer  

                    1. Evaluate the input's weighted 
sum for the node  

                    2. Add the threshold to the sum  

                    3. Evaluate the activation for the 
node  

               end  

           end  

//Propagate the errors backward within the 
network  

           for each output layer node  

              evaluate the error signal  

           end  

           for every hidden layer  

               for each layer node  

                   1. Evaluate the error signal of the 
node  

                   2. Update weight for every node in 
the network  

              end  

           end  

//Compute Global Error  

           Compute the Error Function  

end  

while ((maximum  number of iterations < than 
determined) AND  

          (Error Function is > than determined)) 

From the genetic algorithm, the detected 
attacks are classified using the BPNN 
classifier. The experiments performed in the 
Amazon Cloud Platform with 8 cores and 32 
GB of memory. The dataset CICIDS 2017 was 

used for evaluating the proposed model’s 
performance analysis.  

IV. EXPERIMENTAL RESULTS 
AND DISCUSSION 

4.1 Dataset Description 

For detecting the attacks and intrusions, 
CICIDS 2017 dataset is used. Commonly, 
various DDoS attack datasets have many 
constraints like out of relevant data, a 
redundancy that is variable. This proposed 
data set has network identical data. The data 
set was accumulated for five days with 
different attacks and also normal data. It has 
the network data with and without attacks, 
which was approximately the real data of the 
network [20]. This dataset was uneven, hence 
this dataset with the duplicating method as it 
basically affects the training of the proposed 
model, and then the testing was performed. 
This research was experimented using Keras 
on the Tensorflow package on 64-bit Intel 
Core-i5 processor with 8 GB RAM in Windows 
8 system. The algorithms are executed in 
MATLAB. 

Table.1. Class Labels of Dataset with Instances 

Class Labels Number of instances 
Bot 1966 
BENIGN 2359087 
DDoS 41835 
DoS Hulk 231072 
DoSGoldenEye 10293 
DoSslowloris 5796 
DoSSlowhttptest 5499 
FTP-Patator 7938 
Heartbleed 11 
Infiltration 36 
PortScan 158930 
SSH-Patator 5897 
Web Attack – Brute Force 1507 
Web Attack – SQL Injection 21 

Web Attack – XSS 652 

4.2. Attack Types 

Bot: The attacker use Trojans to breach the 
security of numerous victim systems, accepting 
accountability for those systems and set every 
system in Bot network, which could be utilized 
and accessed by the intruders remotely. 

Benign: Normal traffic action. 

DDoS: The attacker uses various systems that 
works together to perform an attack on one 
victim system. 

DoS Hulk: The intruder use the HULK tool for 
completing the DoS attack on the web server 
for making volumes of various and disordered 
traffics. Likewise, the generated traffics can 
avoid caching engines and attacks the resource 
pool of server. 
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DoSGoldenEye: The intruder uses the 
GoldenEye tool to implement a DoS attack. 

DoSslowloris: The intruder uses the Slow 
Loris tool to implement the DoS attacks. 

DoSSlowhttptest: The intruder utilize the 
HTTP Get request for outperform the total 
HTTP links allowed on the server, hindering 
different clients from incoming and offering 
the intruders the option to allow several HTTP 
links with the equivalent server. 

FTP-Patator: The intruder uses this to 
implement the brute force attack for 
discovering the FTP access details. 

Heartbleed Attack: The intruder utilizes the 
protocol OpenSSL to install malicious data 
inside OpenSSL memory, allowing the intruder 
with illegal access to significant data. 

Infiltration:  The intruder uses the infiltration 
procedure and softwares to penetrate and 
acquire unauthorized login to the networked 
system data. 

PortScan: The intruder try to accumulate 
informations related to the victim system such 
as the OS details and services running over the 
packet forwarding with various destinations. 

SSH-Patator: The intruder uses this to 
implement the brute force attack to discover 
the SSH access details. 

Web Attack – Brute Force: The intruder tries 
to acquire significant information, like PIN 
and Password using trail-and-error. 

Web Attack–SQL Injection: It was a technique 
of code injection used to attack applications by 
the data, along with odious SQL proclamation, 
which were installed inside a part for 
execution. 

Web Attack – XSS: The attacker inject with 
commonly trusted internet-sites and benign 
using the web application which redirects to 
malicious content. 

4.3. Performance Metrics 

The accuracy was just the performance subset 
of the model. It is one of the performance 
metrics for evaluating the classification 
techniques. The accuracy computation is 
calculated using the following expression. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (12) 

Precision is a positive predictive rate. It is the 
ratio of properly predicted positive observation 
to the total predicted positive value. The 
calculation of precision is calculated using the 
following expression: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
    (13) 

The recall is also termed as sensitivity. It is the 
ratio of properly predicted positive value to the 
each observation in the actual class. The 
computation of recall is calculated using the 
following expression: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
    (14) 

The level of intrusion instances are 
represented by detection rate. It represents the 
total proper positive class predictions made as 
the proportion of all the predictions made. The 
calculation of the DR is computed using the 
accompanying condition: 

𝐷𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
     (15) 

TP: true positive, FP: false positive, FN: false 
negative, TN: true negative. 

From the dataset, the classes of minority 
attack having similar behavior and features are 
combined. Hence combining similar classes, 
the class, and the predominance ratio of 
various attack labels seems to be improved. As 
shown in the table.1, the ratio of Benign class 
was significant part with 83.34% and where 
the least attack class was Heartbleed with 
0.00039%.  

Table.2. Performance Analysis of Detecting 
Normal Attack (Benign) 

Techniq
ue 

Accurac
y 

Reca
ll 

Precisio
n 

Detectio
n Rate 

FC-ANN 90.44 89.31 89.25 89.38 
NB-RF 92.15 90.12 90.05 90.24 
KDBN 94.60 92.58 91.34 93.10 

FCM-SVM 96.21 94.24 93.88 94.04 
GA-BPNN 97.58 97.98 95.40 96.16 

With this significant variation in ratio value, 
the primary detectors could determine benign. 
The analysis of the GA-BPNN was computed 
and compared with various detection methods 
like FC-ANN (Fuzzy Clustering Artificial 
Neural Network), NB-RF (Naive Bayes-
Random Forest),  KDBN (K-Dependency 
Bayesian Network) and FCM-SVM (Fuzzy C-
Means with Support Vector Machine) as 
represented in table.2. The accuracy and 
detection rate achieved by the proposed 
method is 1.3% to 7% higher and 2.1% to 6.7% 
higher for benign attacks. 
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Figure.4. Graphical Plot of Performance Metrics 
of Benign Detection 

 

The Bot class is called as Botnet ARES. This 
class contains 1966 instances with the ratio of 
0.06%. As shown in the table.3, the proposed 
method achieved 1.6% to 6.7% more accuracy 
and 2.3% to 7.4% more detection rate than 
other techniques for Botnet attacks. 

Table.3. Performance Analysis of Detecting Botnet 
Attack 

Techniq
ue 

Accurac
y 

Reca
ll 

Precisio
n 

Detectio
n Rate 

FC-ANN 90.25 90.40 89.14 90.05 
NB-RF  92.55 91.84 91.01 90.78 
KDBN 93.97 93.25 92.42 93.89 

FCM-SVM 95.33 94.99 93.98 95.12 
GA-BPNN 96.98 96.38 95.16 97.50 

 

 

Figure.5. Graphical Plot of Performance Metrics 
of Botnet Detection 

 

 

Table.4. Performance Analysis of Detecting Brute 
Force Attack (FTP & SSH-Patator) 

Techniq
ue 

Accurac
y 

Reca
ll 

Precisio
n 

Detectio
n Rate 

FC-ANN 90.51 91.04 90.01 91.43 
NB-RF  91.34 92.01 90.56 92.24 
KDBN 92.97 93.25 91.33 94.00 

FCM-SVM 94.64 95.11 93.80 96.18 
GA-BPNN 96.89 96.95 95.45 97.89 

 

 

Figure.6. Graphical Plot of Performance Metrics 
of Brute Force Detection 

The SSH-Patator and FTP-Patator classes are 
united as Brute Force class. Because both the 
classes have similar features and behavior, by 
uniting both the classes, a new class was 
formed with 13835 instances with 0.48% ratio. 
For this attack type, the proposed method's 
accuracy is 2.2% to 6.3% higher, and the 
detection rate is 1.7% and 6.4% higher than 
other methods, as shown in table.4. 

The DoS/DDoS is a new class, which is the 
combinations of DDoS, DoSHulk, 
DoSGoldenEye, DoSslowloris, 
DoSSlowhttptest, and Heartbleed. By 
combining all these labels, it contains 294506 
instances with 10.4% ratio. The GA-BPNN 
method achieved 0.6% to 4.9% higher 
accuracy and 1.2% to 6.6% higher detection 
rate than other techniques for this DoS/DDoS 
attack detection, as shown in table.5. 

Table.5. Performance Analysis of Detecing 
Dos/DDos Attack ("DDoS, Dos Hulk, 

DosGoldenEye, DoSslowloris DoSSlowhttptest, & 
Heartbleed") 

Techniq
ue 

Accurac
y 

Reca
ll 

Precisio
n 

Detectio
n Rate 

FC-ANN 92.26 92.65 91.50 91.05 
NB-RF  93.40 93.97 92.04 93.71 
KDBN 95.01 95.55 94.22 95.16 

FCM-SVM 96.55 97.11 95.07 96.40 
GA-BPNN 97.17 98.10 96.00 97.65 
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Figure.7. Graphical Plot of Performance Metrics of 
DoS/DDoS Detection 

The performance analysis of the infiltration 
class and PortScan class are analyzed 
individually. Both labels are not similar to the 
features and action of the various classes. 
Infiltration attack has 36 instances, with a 
0.001% ratio, which is the minimum attack 
ratio of the entire instances. For this 
infiltration attack detection, the achieved 
accuracy is 1.5% to 3.8% higher, and the 
detection rate is 0.7% and 6.8% higher than 
the other compared methods as represented 
below in table.6. 

Table.6. Performance Analysis of Detecting 
Infiltration Attack 

Techniq
ue 

Accurac
y 

Reca
ll 

Precisio
n 

Detectio
n Rate 

FC-ANN 92.35 92.50 91.10 89.58 
NB-RF  93.10 93.89 92.44 91.02 
KDBN 93.88 94.06 92.65 93.27 

FCM-SVM 94.67 94.91 93.16 95.64 
GA-BPNN 96.21 96.73 94.98 96.40 

 

Figure.8. Graphical Plot of Performance Metrics 
of Infiltration Detection 

The PortScan class has 158930 instances, with 
a 5.61% attack ratio comparing with the entire 
instances. The PortScan attack detection by 
GA-BPNN has achieved 1.2% to 7.5% higher 
accuracy and 1.6% to 6.6% more detection rate 
than compared techniques, as shown in 
table.7. 

Table.7. Performance Analysis of Detecting 
PortScan Attack 

Techniq
ue 

Accurac
y 

Reca
ll 

Precisio
n 

Detectio
n Rate 

FC-ANN 90.12 90.21 89.33 89.32 
NB-RF  92.40 93.06 91.10 90.86 
KDBN 94.01 93.69 93.45 92.50 

FCM-SVM 96.37 95.88 95.48 94.41 
GA-BPNN 97.64 97.65 96.57 96.01 

 

 

Figure.9. Graphical Plot of Performance Metrics 
of PortScan Detection 

The Web Attack class includes Web Attack-
Brute Force, SQL Injection, XSS with 2180 
instances and a 0.07% attack ratio. The 
accuracy achieved by the proposed model for 
Web attack detection is 1% to 6% higher, and 
the detection rate is 1.7% to 7.3% higher than 
the other techniques as represented in table.8.  

Table.8. Performance Analysis of Detecting Web 
Attack ("Web Attack – Brute Force, Web Attack – 

SQL Injection & Web Attack – XSS") 

Techniq
ue 

Accurac
y 

Reca
ll 

Precisio
n 

Detectio
n Rate 

FC-ANN 91.85 92.04 90.12 90.51 
NB-RF  93.40 93.67 92.54 93.17 
KDBN 95.24 96.11 94.10 94.98 

FCM-SVM 96.88 96.55 96.04 96.12 
GA-BPNN 97.90 97.98 96.76 97.85 
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Figure.10. Graphical Plot of Performance Metrics 
of Web Attack Detection 

Overall, the proposed GA-BPNN technique 
achieved higher accuracy in the detection of 
Web attacks with 97.90% accuracy and highest 
detection rate for Brute force attack detection 
with 97.89%. 

V. CONCLUSION AND FUTURE 
WORK 

In this research, an intrusion detection system 
for the cloud computing environment is 
proposed. Here in this model, the genetic 
algorithm and back propagation neural 
network are used for attack detection and 
classification. The CIC-IDS 2017 dataset was 
used for the evaluation of performance 
analysis. Initially, from the dataset, the data 
are preprocessed, and by using the genetic 
algorithm, the attack was detected. The 
detected attacks are classified using the back 
propagation neural network classifier for 
identifying the types of attacks. The 
performance analysis was executed, and the 
results are obtained and compared with the 
existing machine learning-based classifiers like 
FC-ANN, NB-RF, KDBN, and FCM-SVM 
techniques. The proposed GA-BPNN model 
outperforms all these classifying techniques in 
every performance metric, like accuracy, 
precision, recall, and detection rate. Overall, 
from the performance analysis, the best 
classification accuracy is achieved for Web 
attack detection with 97.90%, and the best 
detection rate is achieved for Brute force attack 
detection with 97.89%. In the future, the 
proposed research can be experimented as an 
IDS model for the Internet of Things (IoT) 
platform to detect and classify attacks. 
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A Review on Prostate Cancer Detection using 
Deep Learning Techniques 

 
 
 
 

 

Abstract: The second most diagnosed disease of men throughout the world is Prostate cancer 

(PCa). 28% of cancers in men result in the prostate, making PCa and its identification an essential 

focus in cancer research. Hence, developing effective diagnostic methods for PCa is very significant 

and has critical medical effect. These methods could improve the advantages of treatment and 

enhance the patients' survival chance. Imaging plays a significant role in the identification of PCa. 

Prostate segmentation and classification is a difficult process, and the difficulties fundamentally vary 

with one imaging methodology then onto the next. For segmentation and classification, deep 

learning algorithms, specifically convolutional networks, have quickly become an optional technique 

for medical image analysis. In this survey, various types of imaging modalities utilized for diagnosing 

PCa is reviewed and researches made on the detection of PCa is analyzed. Most of the researches are 

done in machine learning based and deep learning based techniques. Based on the results obtained 

from the analysis of these researches, deep learning based techniques plays a significant and 

promising part in detecting PCa. Most of the techniques are based on computer aided detection 

(CAD) systems, which follows preprocessing, segmentation, feature extraction, and classification 

processes, which yield efficient results in detecting PCa. As a conclusion from the analysis of some 

recent works, deep learning based techniques are adequate for the detection of PCa. 

Keywords: Prostate Cancer, CAD system, MRI, Ultrasound, Segmentation, Classification 

I. INTRODUCTION 

PCa is the second common diagnosed disease 
and one of the critical diseases to cause mortality 
among men around the world. The growth of 
overall PCa is expected to reach around 2.3 
million new cases and 740000 deaths by 2040 
normally because of the aging and growth of the 
population. In view of the GLOBOCAN database 
2018, the incidence and mortality rate is 
represented in figure 1 and 2 [1]. 

 

Figure.1. Prostate Cancer Incidence Chart of 2018 

In 2018, the number of new cases recorded all 
over the world was 1,276,106, which covered 7.1% 
of cancer patients excluding other cancers 
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globally. And 358,989 deaths were occurred in 
2018 globally due to PCa, which covers 3.8% of 
mortality. It is one of frequently diagnosing 
cancer around men in more than one-half (105 of 
185) of the world nations.  

 

Figure.2. Prostate Cancer Mortality Chart of 2018 

The higher incidence rate and death rates 
worldwide are shown in figure.2. PCa has 
conventionally been diagnosed by digital rectal 
exam (DRE) and prostate-specific antigen (PSA) 

blood test, trailed by transrectal ultrasound 
(TRUS) or multi-parametric MRI (mpMRI) 
guided biopsy. As PCa is a multiform disease, 
extending from small, slow, low-grade tumors, to 
large, intense, dangerous tumors, the essential 
objective for urologists during baseline 
assessment of prostate disease is, subsequent to 
determining the presence of the tumor, to assess 
local and distant cancer expansion, and its grade 
by staging [2]. However, Transrectal Ultrasound 
(TRUS) directed biopsy was as yet the principle 
methodology for diagnosing PCa [3], it was not 
suggested because of its intrusiveness [4]. 

Rapid technological advances in the course of the 
most recent years have empowered the standard 
utilization of imaging prostate for the clinical 
direction of PCa. Imaging models like 
multiparametric-MRI (mpMRI), multiparametric 
ultrasound (mpUS), and Positron Emission 
Tomography (PET) nuclear imaging were 
currently being utilized for every aspect of PCa 
diagnoses and localizations, staging, focal and 
whole-gland therapy, recurrence monitoring, and 
active surveillance. MRI has demonstrated as a 
major compelling imaging method for PCa, 
enhancing localizations and direction of biopsies, 
particularly for anterior cancers [5]. T1 & T2 
stage infection that was bound to the prostate 
was effectively perceptible on MRI, while 
additional prostatic diseases (T3 and T4) were 
difficult for visualization. 

Table.1. Advantages and Disadvantages of Imaging Modalities 

Imaging 
Models 

Clinical Usage Advantages Drawbacks Prospective 

Ultrasound-
based 

Early diagnosis and 
detection 

Widely available, Office-
based, real-time imaging, 

inexpensive 

Limited tissue contrast among 
cancerous and benign tissue 

mpUS-based method 
(RTE, CEUS) may 
enhance contrast 

mpMRI-based 

Early diagnosis and 
recurrence, active 

surveillance, staging, 
metastatic 

involvement 

Best tissue contrast for 
detection of medically 

significant Prostate 
Cancer 

High-cost due to in-bore time, 
lack of real-time imaging, needs 

advanced training 

Alternative in-bore 
options with real-time 

imaging being advanced 

mpMRI-
ultrasound 

fusion-based 

Early diagnosis and 
detection, active 

surveillance 

Combines multimodality 
data, Office-based 

Most costly, needs either 
fusion-device specific training 
or ample experience to execute 
cognitive fusion, registration 

errors during MRI-ultrasound 
fusion 

Gaining popularity 
worldwide, but additional 

enhancements to mini-
mize registration errors 

required 

PET-based 
Staging, recurrence, 

metastatic spread 

Offers ancillary details 
for tumor staging, 

characterization and 
metastatic involvement 

High-cost, technological (i.e. 
attenuate +-ion correction) 

and/or medical challenges (i.e. 
radiation effects) 

Development of specific 
radionuclides is an 
ongoing endeavor 

As a result of disease's variability, analysts and 
clinicians in recent years have begun utilizing 
multiparametric MRI (mpMRI), consolidating 
anatomic and functional imaging by many other 
successions to give a progressively 
comprehensive image. The mpMRI diagnosis 
commonly comprise diffusion weighted imaging 
(DWI) for cellularity, T2-w for anatomy, and for 

vascularity, dynamic contrast enhanced MRI 
(DCE-MRI) [6]. Various clinical analyses have 
evaluated the efficiency of mpMRI for PCa, and 
have decided it was the finest non-invasive 
alternation for detecting cancer. The mpMRI has 
can alter the ideal models on PCa detection and 
classification of risk [7]. The mpMRI of the 
prostate was basically some operative imaging 
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types utilized to complement normal anatomical 
T1 and T2-weighted images. The operative 
arrangements of options are DWI and DCE, 

comprising the apparent diffusion co-efficient 
(ADC) maps calculation [8]. 

Imaging plays an inexorably significant part in 
the initial recognition and the direction of PCa. 
The key imaging models, mpMRI, mpUS, PET, 
and MRI–US fusion are utilized in the 
localization and diagnosing PCa. Significance was 
based on conditions of tumors biologically that 
maintain the utilization of particular imaging 
methods [9]. PCa diagnosis was generally 
depended on various methods as digital rectal 
examination, PSA, TRUS, MRI, and transrectal 
biopsy. Specifically, the DWI-MRI method 
enables for acquiring images with contrast 
contingent upon the tissue’s microscopic water 
molecules mobility, testing the microscopic 
structures. Additionally from DWI, image was 
conceivable for evaluating the Apparent 

Diffusion Coefficient (ADC) of water utilizing 
diverse diffusion model, as "Monoexponential", 
"Bi-exponential", "Kurtosis", "Gamma 
conveyance" and "Stretched exponential", each 
one of them dependent on various speculations 
on the tissue’s microenvironment water mobility 
[10] [12]. Multi-parametric MRI could present 
detailed representation of prostate lesions and 
tissues. The cancer could be recognized earlier 
any essential invasive methodologies like needle 
biopsy, at the risk of harm or periprostatic nerves 
irritation, bladder neck and prostate. In any case, 
the prostate tissue cancer on MRI could likewise 
be hard to detect, with frequently uncertain 
results between the clinicians [13-14]. 

 

 

Figure.3. Diagnosis of Prostate Cancer using, a) MRI, b) Ultrasound, c) PET, d) mp-MRI, and e) MRI-US 
fusion [10] 

II. RELATED WORK BASED ON 
SEGMENTATION AND 

CLASSIFICATION 

2.1. Segmentation based Analysis 

Segmenting PCa was a difficult assignment, and 
the difficulties fundamentally vary starting with 
one imaging methodology then onto the next. 
Micro-calcifications, speckle, low contrast, and 

imaging artifacts such as shadow presents critical 
difficulties to segment exact prostate in TRUS. Be 
that as it may, in MRI, superior soft tissues 
contrast emphasizes huge variations in size, 
texture, and shape data within the prostate. 
Interestingly, poor soft tissue differentiates 
among the prostate and encompassing tissue in 
CT image makes difficulty in segmenting precise 
prostate segmentation [15] [16].  
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Precise and solid prostate gland segmentation 
utilizing MRI has the significance in diagnosing 
and medication of prostate cancer. Although 
several automatic segmentation techniques 
depended on deep learning and machine learning 
has been proposed, the performance of 
segmentation has opportunity to get better 
because of the huge variation in image 
appearance, interference, and anisotropic spatial 
resolutions. A 3D adversarial pyramid 
anisotropic convolutional deep neural network 
for segmenting MRI prostate was used in [17]. 
The FCNN–based network structures for 
segmenting MRI PCa image was introduced in 
[18] and analyzed different structures of 
alternate associations along with the deep 
network size and recommend 8 diverse FCNN–
based deep 2D network structure for automated 
MRI segmentations of prostate. In [19], an ACM 
(Active Contour Model) was trained and utilized 
for segmenting the PCa. Then, after injection, 
features were extricated from the dynamic MRIs 
at various times and changed them into RIC 
curve. Then, discriminative features were chosen 
by SFFS (Sequential Forward Floating Selection) 
and FDR (Fisher's Discrimination Ration).  

By using the Salp Swarm Optimization 
Algorithm-based Rider Neural Network (SSA-
RideNN) and Color Space (CS) transformation 
the segmentation and classification was done in 
[20]. Detection of the prostate disease types from 
CT images of abdomen utilizing texture analysis 
was analyzed in [21]. Texture features were 
extricated from the images segmented utilizing 
an evolving transformation called Sequency 
based Mapped Real Transform (SMRT). This 
feature sets were obtained by changing and block 
size and sub-image size. Every feature set was 
optimized utilizing a Genetic Algorithm (GA). 
The finest feature set was chosen dependent on 
accuracy of classification. A fully automated 
segmentation algorithm for T2-w endorectal 
prostate MRI was proposed in [22] and assessed 
its accuracy inside various ROI utilizing a set of 
complementary error measurements. A neural-
fuzzy technique for automatic region 
segmentation in TRUS images was proposed in 
[23].  

In [26] a non-invasive system for the early 
recognition of PCa from DW-MRI was analyzed. 
The prostate was localized and segmented 
dependent on the new level-set. To maintain 
sequence, the computed ADC values were refined 
and normalized utilizing the image model of 
Generalized Gauss-Markov Random Field 
(GGMRF). The multi-layer deeply supervised 
deconvolution network (DSDN) that executes 
end-to-end training for automatic segmentation 

of MRI. More layers deeply supervised were 
added to supervise the hidden layers 
performances [27].  

2.2. Classification based Analysis 

The convolutional neural network is one of the 
feed-forward neural networks, which gives 
advantages in classification of image 
undertakings as per practical experience. Among 
many deep learning algorithms, the CNN is an 
algorithm executes better in the classification 
process. The CNN as an image classification 
technique that produced some diagnosis 
classification references as discussed in [28]. A 
DBN-DS-based multi-classifier prediction model 
for pathologic stage prostate cancer was used for 
classification in [29]. The classifiers were made 
by learning information as indicated by classifier. 
To assess the DBN-DS-based multi-classifier, the 
whole dataset was separated into the training 
and testing sets. In [30], a deep learning system, 
which depends on the 3D CNN, to extricate the 
spatial-temporal features consistently from the 
images of sequential CEUS was used to detect 
tumor. For obtaining the CEUS image sequence’s 
temporal patterns, a 3rd dimension was 
combined in the CNN model.  

A complete automatic CNN-based CAD system 
for initial diagnoses of PCa was analyzed in [31]. 
Prostate delineation depended on the level set 
which utilized 3 sorts of attributes for enhanced 
performances. These attributes were shape 
priors, spatial voxel relationships, and 
appearance. The integration of the shape priors 
improved the delineation accuracies as most 
prostates had analogous structure. These three 
types of features were combined utilizing a non-
negative matrix factorization (NMF) method. An 
imaging-based methodology in the prediction of 
3-years biochemical recurrence (BCR) through a 
novel SVM classifier was analyzed in [32]. 
AdaBoost-based Ensemble Learning was used in 
[33] for supporting automatic Gleason grading of 
prostate adenocarcinoma (PRCD). In [34], an 
automatic Clinically Significant Prostate Cancer 
recognition system where every process was 
optimized together in an end-to-end trainable 
DNN was analyzed. Three sorts of loss 
functionalities like classification, overlap, and 
inconsistency losses were utilized to optimize 
every parameter of the CNN and TDN.  
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Table.2. Analysis of Performance Evaluations 

Author Year Performance Technique Modality Dataset Results 
Zhiyu Liu et 

al. [13] 
2019 

Segmentation 
and Classification 

Mask R-CNN 
and DNN 

T2W-MRI 
PROSTATEx and 

I2CVB 
AUC 

0.882 
0.912 

Haozhe Jia et 
al. [16] 

2019 Segmentation 3D APA-net T2W-MRI 
Promise12 

ASPS13 
Hybrid 

DSC 
0.906 
0.893 
0.901 

Tahereh H et 
al. [17] 

2019 Segmentation FCNN MRI Promise12 DSC 0.874 

Chuan-Yu C 
et al. [18] 

2015 
Feature based 
Classification 

SVM MRI Own ACC 94.74 

Shashidhar B 
G [19] 

2019 Classification 
Improved 
RideNN 

Prostate 
histopathological 

images 
Own ACC 89.66 

Manju B et al. 
[20] 

2015 
Feature based 
Classification 

Genetic 
algorithm and 

KNN 
CT Own ACC 94.30 

Maysam 
Shahedi et al. 

[21] 
2017 Segmentation 

Fully automated 
segmentation 

algorithm 
T2W-MRI Own DSC 82 

Islam Reda et 
al. [22] 

2016 
Segmentation 

and Classification 
NMF-

Autoencoder 
DW-MRI Own ACC 97.6 

Ying Liu and 
Xiaomei An 

[23] 
2017 Classification CNN DWI-MRI ImageNet ACC 78.15 

Dong Ji et al. 
[24] 

2018 Segmentation DSDN MRI 

Dataset from Medical 
Images Computing 

and Computer 
Assisted 

Interventions 

DSC 90.15 

Jae Kwon 
Kim et al. [25] 

2018 Classification DBN-DS TRUS-Pathology KPCR 
ACC 
AUC 

81.27 
0.777 

Yujie Feng et 
al. [26] 

2018 
Feature 

Extraction and 
Classification 

3D-CNN CEUS-Ultrasound CEUS ACC 90.18 

Islam Reda et 
al. [27] 

2018 
Feature 

Extraction and 
Classification 

ADCs-based 
CNN 

DWI-MRI Own ACC 97.60 

Yu-Dong 
Zhang et al. 

[28] 
2016 Classification SVM mp-MRI Own ACC 92.2 

Chao-Hui H 
and Emarene 

M K [29] 
2016 Classification 

AdaBoost-based 
Ensemble 
Learning 

PRAD 
histopathological 

image 
TCGA ACC 97.8 

Zhiwei Wang 
et al. [30] 

2017 Classification TDN and CNN mp-MRI PROSTATEx AUC 0.962 

Yanan Shao et 
al. [31] 

2020 Classification GAN Ultrasound 
CRCEO, JH, PCC, 
PMCC, and UVA 

AUC 0.934 

R.J.G. van 
Sloun et al. 

[32] 
2019 

Segmentation 
and Classification 

FCNN TRUS Own 
ACC 
DSC 

98 
0.96 

Adeel Ahmed 
M et al. [33] 

2020 Classification CNN MRI 
Dataset by Harvard 

University 
AUC 1.00 

III. DISCUSSION 

Imaging plays a significant role in the prostate 
cancer detection. Imaging models like mpMRI, 
mpUS, PET, and MRI–US fusion imaging are 
utilized in the localization and diagnosis of PCa. 
For detecting the prostate cancer segmentation 
and classification are the two fundamental 
processes to carry out the performance analysis. 
Prostate segmentation is a difficult process, and 
the difficulties altogether vary from one modality 
to another. Micro-calcifications, Low contrast, 
speckle, and imaging artifacts such as shadow 
poses are the major difficulties to precisely 
segment the prostate in medical images. The 
present CAD system analyzes images from 

different imaging modalities like US and MRI for 
detecting and localizing PCa and also to assess its 
size and stage. The CAD system is effective and 
utilized for recognizing PCa in the central gland 
(CG), peripheral zone (PZ), and transition zone 
from MRI T2-weighted. In this study, the 
detection of PCa based on MRI imaging was 
considered and reviewed. Further, the CAD 
processes for PCa like pre-processing, 
segmentation, feature extraction and 
classification is discussed on the plot of MRI 
based performance. 
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3.1. Imaging Datasets 

The Cancer Imaging Archive (TCIA) has 9 
prostate disease data sets accessible from 
http://www. cancerimagingarchive.net/: 

• Prostate-MRI dataset with (26 cases) of 
prostate MRIs. 

• Prostate-Diagnosis project with (92 cases), 
PCa T1-and T2-w MRIs. 

• NaF Prostate with (9 cases) was an 
assortment of F-18 NaF CT/PET images in 
patients with PCa. 

• The Prostate-3T venture (64 cases) gave 
Prostate transversal T2-weighted MRIs 
information to TCIA as a feature of an ISBI 
challenges competition in 2013. 

• The QIN PROSTATE dataset with (22 cases) 
of the Quantitative Imaging Network (QIN) 
includes multi-parametric MRIs gathered for 
the task of detection and staging of prostate 
cancer. 

• The TCGA-PRAD dataset with (14 cases), 
additionally referenced in the Genomics part 
of this analysis, and likewise has imaging data 
(Pathology, CT, PET, and MRI). 

• The Prostate Fused-MRI-Pathology dataset 
with (28 cases) was a fusion of histopathology 
slides and MRI images. 

• The dataset PROSTATEx Challenge with (346 
cases) was a prostate review set of MR 
analysis. 

• The dataset QIN-PROSTATE-Repeatability 
with (15 cases) was a data set with multi-
parametric PCa MRI implemented in a test-
retest setting, enabling to assess the MRI-
based analysis repeatability in the PCa. 

3.2. Segmentation 

The process of segmentation comprises of 
representing the MRI’s prostate boundaries and 
specific significance for concentrating the 
posterior process on organ of interest. The 
process was to segment the ROIs or prostate 
from the dataset of 2D or 3D prostate data. 
Different types of datasets are publicly available 
in three domains: imaging data, clinical data, and 
genomics data. 

This segmentation process could be performed in 
automatic, self-automatic, or manually. 
Automated segmentation is a difficult process 
due to the patient’s action or move during image 
scanning, the inter patients difference of 
prostate’s appearance and shape, 
inhomogeneities, and noise, disintegration of 
prostate boundaries as a result of occlusion, and 
neighboring tissue’s comparable intensities. 

However the prostate boundary provides the 
locations of prostate gland volumes while 
segmenting manually, it needs additional time 

and was observers based. Accordingly, various 
segmentation techniques are designed to 
consider those issues and accurately plot tissues 
of prostate like deformable and statistical based 
techniques. The deformable models (DMs) were 
generally utilized to segment the prostate from 
DWI. Statistical based techniques were utilized to 
plot the prostate from MRI methods. The 
conclusive outcomes, however promising, 
indicated that the prostate segmentation issue is 
as yet uncertain. 

3.3. Classification 

The last process of a CAD framework includes 
training and testing with features extricated from 
labels and images. Many measurements can be 
utilized so as to survey the performance of a 
classifier. The main metric utilized was the 
accuracy which was calculated as the true 
identification ratio to the samples count. Though, 
based upon the technique utilized in the CAD 
system, this metric could be exceptionally biased 
through a higher count of true negative instances 
that would increase the accuracy overrating of 
the real classifier performance.  

The most general statistical computations are 
specificity and sensitivity which provide a full 
outline of the classifier’s efficiency. Sensitivity 
was additionally known as true positive value and 
was equivalent to the samples of true positives 
ratio beyond true positives included with 
samples of false negatives. Specificity was 
likewise known as rate of true negatives and was 
equivalent to the proportion of the samples of 
true negatives beyond the true negatives included 
with samples of false positives. These 
measurements could be utilized to figure the 
ROC-(Receiver Operating Characteristic) curves. 
A statistics obtained from ROC analysis was the 
AUC- Area Under the Curve that relates to the 
area under ROC and was an estimation utilized 
to make comparison among techniques. At last, 
besides the overlap measures, the Dice's 
coefficients were normally calculated to assess 
the lesions localization accuracies. 

IV. ANALYSIS 

This segmentation and classification graphical 
representations are plotted using the results 
observed from different techniques in the survey. 
This comparison chart is plotted based on the 
results obtained from using only MRI images like 
T2W, DWI, and mp-MRI. Because most of the 
researches are based on MRI imaging modalities 
and MRI based research produced best results in 
terms of detecting prostate cancer efficiently and 
effectively. In both segmentation and 
classification the deep learning based techniques 
performed well with the results. As shown in the 
figure the CNN is the top most choice of the 
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researchers for segmenting and classifying 
prostate cancer. The researchers integrate the 
deep learning techniques with other classifiers to 
design hybrid techniques for efficient results. The 
CNN has the advantages of automatically detects 
the significant features without any manual 
supervision and it is computationally efficient. 
Comparing CNN with other techniques like SVM 
and different machine learning techniques, for 
example, CNN is suitable for large datasets where 
SVM is not and SVM are margin classifier and 
support different kernels to perform the 
classification. The deep learning techniques 
performed better on ultrasound, CT and 
histopathological images too. 

V. CONCLUSION AND FUTURE 
WORK 

This survey presents the overview of imaging 
techniques used for PCa and the review of 
segmentation and classification techniques. It 
was difficult to point out which imaging 
technique or which classification method is 
suitable for the PCa detection. Based on the 
literature review and the analysis of the 
performance of existing and recent works made 
on prostate cancer detection, this survey is 
concluded. Dataset plays an important role in the 
segmentation and classification process. 
Different types of datasets are publicly available 
in three domains: imaging data, clinical data, and 
genomics data. In the process of detection or 
classification of PCa, an efficient and accurate 
algorithm is necessary. Most of the detection 
techniques are based on CAD- computer aided 
detection system. In which, preprocessing, 
segmentation, feature extraction, and 
classification are the major processes to be 
carried out for efficient results. Based on this 
efficient result, this survey is representing the 
deep learning based classifiers particularly 
Convolution Neural Network (CNN) was very 
often used by many researchers for the 
classification of PCa detection. This type of deep 
learning classifier was suitable for both 
segmentation and classification. In future, hybrid 
techniques based on deep learning and machine 
learning could be efficient for the task of PCa 
detection. A review of PCa, imaging modalities 
and the techniques used for segmentation and 
classification of the PCa was analyzed and 
surveyed in this paper. This survey will be useful 
for researchers intended to do a research on 
detecting and classifying PCa in future. 
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Classification of Alzheimer's disease from MRI 
Images using CNN based Pre-trained VGG-19 
Model 

 
 
 
 

 

Abstract: The most typical form of dementia is Alzheimer's disease (AD), which can permanently 

cause memory cell damage. Since Alzheimer's is a progressive disease, various problems increase 

over time. For this reason, diagnosing the disease early is very necessary. The primary objective of 

this work is to use Magnetic Resonance Imaging to diagnose Alzheimer's disease. A Convolution 

Neural Network (CNN) model, VGG-19, is proposed in this research. VGG-19 is typically a pre-

trained deep transfer learning model that is used here to use MRI images to identify Alzheimer's 

disease. The primary processes performed in this research are preprocessing, feature extraction, 

and classification. From the OASIS database, the dataset used in this work is obtained. A total of 

373 MRI images are used for evaluation. For training, 80% of data and testing, 20% of data are 

used in this model for performance analysis. The proposed VGG-19 model is evaluated and 

compared with existing deep learning-based other CNN models like AlexNet, GoogLeNet, and 

VGG-16. The performance metrics like accuracy, recall, precision, specificity, and f-measure are 

evaluated to estimate the performance analysis of the model. For every validation, both training 

and testing results are evaluated and compared. The model has obtained 96.04% training accuracy 

and 95.82% testing accuracy, which was 1.9% to 5.3% higher than the AlexNet and GoogLeNet 

models in performance. However, this model is proposed to classify the AD from brain MRI images 

and obtain better validation results. 

Keywords: Alzheimer’s disease, Dementia, CNN, VGG-19, OASIS database, MRI. 

I. INTRODUCTION 

Dementia is a disorder in which memory, 
actions, perception, and the ability to perform 
daily tasks deteriorate. The dementia affects 
the older people mostly and it is not a general 
part of aging. The most common type of 
dementia is AD and might lead to 60-70% of 
cases. Around 50 million people have 
dementia worldwide, according to the WHO, 
with about 60 percent living in low- and 
middle-income countries. There are about 10 
million new cases each year. The average 
percentage at a given time of the general 
population aged 60 and over with dementia is 
between 5-8 percent. It is predicted that the 
total number of people with dementia will 
surpass 82 million in 2030 and 152 million in 
2050. The loss of tissues and death of nerve 
cells in the brain is caused by AD, leads to 
human memory loss and having a bad effect on 

the output of everyday life activities like 
writing, communicating, and reading. Patients 
with AD can also have trouble in recognizing 
their members of family. Patients in the mild 
cognitive stage act aggressive, but people in 
the final AD state suffer from cardiac arrest 
and death-related respiratory dysfunction [1]. 
For dementia scaling, the GDS (global 
deterioration scale) was widely utilized. This 
scale additionally divides dementia into 7 
stages, considering stages 1-3 as stages of pre-
dementia, and considering stages 4-7 as 
dementia. 

1. No cognitive decline 
2. Age-Associated Memory Impairment 
3. Mild Cognitive Impairment 
4. Mild Dementia 
5. Moderate Dementia 
6. Moderately Severe Dementia 
7. Severe Dementia 
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In the field of detecting AD, neuroimaging 
techniques help the evaluation of brain 
changes and are promising. MRI plays a vital 
role in neuroimaging techniques in offering 
both the anatomical and physiological 
functions of the body. In diagnosing AD, MRI 
is the most frequently used technique where 
any defects present in the brain can be 
detected [1]. MRI-based images provide multi-
modal information that is appropriate for 
clinical purposes of the brain's function and 
structure.  

Many Computer-Aided Diagnostic Systems 
(CADS) have been developed by researchers to 

precisely detect and classify the extracted 
features of AD. Otherwise, additional time and 
effort by specialists is needed to process the 
extracted features. Researchers have recently 
developed deep learning techniques/models to 
explicitly extricate features from medical 
images. Deep learning models have obtained 
significant performance in medical images, 
like X-ray, MRI, CT, microscopy, and 
mammography. The key emphasis of these 
models or approaches was on binary 
classification, which indicates whether or not 
the patient is suffering from AD [2]. 

 

 

Figure.1. Brain MRI view of difference between Healthy and Alzheimer Disease 

In this research, a pre-trained deep 
convolution neural network model VGG-19 
with transfer learning is proposed to analyze 
and classify AD. This research's main objective 
is to detect AD based on a CNN model VGG-19 
using MRI images. The MRI images collected 
from the OASIS database are used to evaluate 
the proposed model in detecting AD. The 
assessment of performance analysis is based 
on accuracy, precision, recall, specificity, and 
F-measure.  

II. RELATED WORK 

Braulio Solano Rojas et al. proposed a three-
dimensional Densenet-121 architecture for AD 

identification using MRI images. The images 
were gathered and preprocessed from the 
ADNI database. Some good performance 
results have been obtained by this prediction 
model, and still, to produce more than average 
results, the model can be improved. A 
downside may be the reduction of the dataset 
used for training and testing [3].  

Atif Mehmood et al. developed the Siamese-
CNN (SCNN) for AD classification. The model 
was totally similar but joins two parallel layers 
of modified VGG16, called "Siamese." In this 
work, the OASIS dataset was used. The initial 
stage was preprocessing of data and 
augmentation, the next was extracting 
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features, and finally, classification. To obtain 
the maximum features on a limited dataset, 
the VGG16 and an additional Conv layer were 
added to the model. A CNN based VGG-16 
model was used for classification. Four 
dementia stage categories have been classified 
and better performance has been achieved [4]. 

Taranjit Kaur and Tapan Kumar Gandhi used a 
pre-trained model DCNN-VGG-16 with 
transfer learning (TL) for the identification of 
abnormalities in brain MRI. The features 
extricated by CNN were highly dependent on 
the training dataset’s size. From pre-trained 
models, weights of the 'conv' layer were 
utilized in TL, and just the final layers were 
trained with data from the new classes. In the 
context of the elimination of the ROI 
delineation’s preprocessing stages, feature 
extraction, and selection, the performances 
were better to the current conventional 
methods recorded for the classification of 
brain image [5]. 

Xiaoling Lu et al. used the MobileNet, a CNN 
technique for the classification of AD using 
MRI images. The MRI images were initially 
preprocessed and using the convolution layer 
portion, the bottleneck features were 
extracted. Then to create a new network 
structure, the newly built completely 
connected layer was connected. TL was used to 
load weights on new networks and train 
networks for pre-training. The MRI images 
were eventually identified and compared with 
the model VGG-16. In this work, MobileNet is 
observed to be less complex and better than 
VGG-16 [6]. 

Muhammed Yildirim and Ahmet Cinar 
proposed a hybrid classification model based 
on CNN for classifying AD using MRI images. 
For this hybrid model, the ResNet50 model 
was used as a basis, and the output was 
individually tested using different CNN models 
such as AlexNet, ResNet50, DenseNet201, and 
VGG16. The last five layers of Resnet50 were 
removed in the hybrid model, ten new layers 
were added in place of those layers removed, 
and the number of layers increased from 177 to 
182. The efficiency of the hybrid model has 
achieved greater accuracy than others at 90 
percent compared to all models [7]. 

Ronghui Ju et al. presented a model for early 
recognition of AD using deep learning with 
brain networks. The brain network was built 
by evaluating the brain region’s functional 
connectivity using data from resting-state 
functional MRI (R-fMRI). To detect an early 
AD state, normal aging from mild cognitive 
impairment, a targeted autoencoder network 
was implemented. The proposed technique 

effectively revealed discriminative brain 
network features and produced a steady AD 
detection classifier [8].  

Marcia Hon and Naimul Mefraz Khan 
proposed the TL-based AD detection technique 
using VGG-16 and Inception v4 models from 
MRI images. The two models were both 
trained and evaluated and used the entropy-
based approach to select the training dataset. 
In detecting AD, the inception model 
outperformed the VGG-16 model with an 
accuracy of 96.25% [9].  

Xin Hong et al., using the LSTM technique, 
proposed a model for predicting AD. A special 
type of recurrent neural network that could 
connect previous data to the current task is 
long short-term memory. The LSTM network 
with completely linked layers and activation 
layers was therefore constructed in order to 
encode the temporal relationship among 
features and the next stage of AD [10]. F.J. 
Martinez Murcia et al. proposed a new 
research data analysis of AD using the deep 
convolutional autoencoder technique. Using 
regression and classification analysis, the 
distribution of the extracted features in various 
combinations were analyzed and visualized. 
The impact on the brain of each co-ordinate of 
the autoencoder manifold was evaluated. The 
assessment was performed by using the ADNI 
MRI dataset and achieved an accuracy of over 
80 percent [11].  

Mingxia Liu et al. proposed a weakly-
supervised densely linked neural network 
(wiseDNN) for brain disease prognosis using 
baseline MRI data and incomplete clinical 
scores [12]. Naimul Mefraz Khan et al. 
proposed a TL-based technique for AD 
diagnosis from MRI. With layer-wise tuning, 
the network was fine-tuned, where only a 
group of pre-defined layers was trained on 
MRI images. The entropy approach was 
utilized to decrease the training dataset size 
and achieved 95.19 percent accuracy [13]. 

III. PROPOSED METHODOLOGY 

CNN is extensively recognized for its capability 
to execute highly accurate medical image 
classification in deep learning. However, 
compared to traditional machine learning 
techniques, the most significant benefit of 
CNNs is that it does not need manual 
extraction of features because CNNs can 
automatically extract the features and then 
classifies the AD stages. The principle of TL is 
to train a pre-trained CNN to use a smaller 
dataset from a different problem to learn new 
image representations. TL is a framework for 
machine learning design; it is not a model or 
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technique for machine learning. For pre-
trained models, this design approach usually 
applies. These pre-trained models are based on 
Deep Evolution Neural Networks. In deep 
learning, this technique involves the initial 
training of a CNN using large-scale training 
datasets for a classification issue. Figure 2 
demonstrates the architecture of the proposed 
VGG-19 model. 

As shown in Figure 3, VGG-CNN has six main 
structures, mostly comprised of multi-
connected convolutional layers and fully-
connected layers. 3*3 is the convolutional 
kernel dimension, and 224*224*3 is the input 
size. In general, every layer is concentrated at 

16~19. As a preprocessing model, VGG-19 was 
used. It has been increased in network 
complexity compared with conventional CNNs. 
It uses an alternating structure, which is well 
over a single convolution, with several 
convolution and non-linear activation layers. 
The layer structure can extract better features 
of image, using Maxpooling for downsampling, 
and adjusting the ReLU as the activation 
function, selecting the largest value in the 
image region as the region’s pooled value. The 
downsampling layer is primarily utilized to 
enhance the image anti-distortion capability of 
the network while maintaining the main 
sample features and minimizing the number of 
parameters [14]. 

 

Figure.2. Proposed VGG-19 Architecture Model

 

Figure.3. Layers of VGG-19 

For the downsampling layer, the expression is 
presented in equation (1). Among them, 

𝑑𝑜𝑤𝑛 (𝑋𝑗
(𝑛−1)

) is the maximum pooling 

sampling function. τ𝑗
𝑛 is the coefficient 

according to the jth feature map of the nth layer, 

and 𝑓(𝜏𝑗
𝑛𝑑𝑜𝑤𝑛(𝜏𝑗

𝑛𝑑𝑜𝑤𝑛(𝑋𝑗
(𝑛−1)

) + 𝑏𝑗
(𝑛)

) is the 

ReLU activation function. 

𝑋𝑝𝑗

(𝑛)
= 𝑓(𝜏𝑗

𝑛𝑑𝑜𝑤𝑛(𝑋𝑗
(𝑛−1)

) + 𝑏𝑗
(𝑛)

)  (1) 

The activation function of ReLU is expressed 
as follows, 

𝑓(𝑥) = {
0,   𝑥 ≤ 0
𝑥,   𝑥 > 0

    (2) 

The activation function of the softmax layer is 
expressed as follows, 

𝑓(𝑥𝑗) =
𝑒

𝑥𝑗

∑ 𝑒𝑥𝑖
     (3) 

In these above equations, f(x) is the activation 
function, and x is the activation function input. 

The initial two layers are convolutional layers 
with 3x3 filters, and 64 filters are used in the 
first two layers, so it finishes with a volume of 
224x224x64 since the same convolutions have 
been used (height and width are the same). So 
this (CONV64)x2 reflects that there are two 
Conv layers with 64 filters in the model.  

• The filters are always 3x3 with a stride of 1, 
and the same convolutions are always 
applied.  

• A pooling layer is then used, which lowers 
a volume's height and width: it goes from 
224x224x64 down to 112x112x64.  

• Then it uses a few more layers of Conv. 128 
filters are used here, and the same 
convolutions are used; 112x112x128 would 
be a new dimension. 

• Then, a pooling layer is added so that the 
new dimension will be 56×56×128. 

• Two conv layers with 256 filters are added 
next.  
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• A pooling layer 

• A few more conv layers with 512 filters 

• A pooling layer 

• A few more conv layers with 512 filters 

• A pooling layer 

• In the end, the model has its final 7x7x512 
in a Fully-connected layer (FC) with 4096 
units and one of 1000 classes in a softmax 
output.  

With a larger collection of data over a smaller 
one, CNN typically performs well. In those 
CNN applications where the dataset is not 
large transfer learning (TL) may be useful. TL's 
concept utilizes the learned model from large 
datasets such as ImageNet for applications 
with comparatively smaller datasets. This 
removes the need for a large dataset and 
decreases the lengthy training time as needed 
when generated from scratch by the deep 
learning algorithm. TL is a deep learning 
technique that uses a model trained as a 
starting point for a single assignment to train a 
model for a similar assignment. Fine-tuning a 
network with TL is usually much faster and 
easier than training a network from scratch. It 
enables training models using similar small 
labeled data by leveraging standard models 
that have already been trained on large 
datasets. It is possible to dramatically decrease 
the training time and computing resources. 
With TL, the model does not need to be 
trained for as many epochs (a complete 
training period on the entire dataset) as a new 
model. 

IV. EXPERIMENTAL RESULTS 
AND DISCUSSION 

The proposed CNN's performance analysis 
with the VGG-19 model is assessed using the 
dataset in this section. The model is evaluated 
using parameters such as accuracy, recall, 
precision, specificity, and f-measure. Also, a 
comparative analysis is conducted for the 
validation of the model proposed. The output 
is compared to other current deep learning 
models used for classification, such as AlexNet, 
GoogLeNet, and VGG-16. On the MATLAB 
2019a Simulink toolbox, all the experiments 
are simulated and analyzed. The dataset is 
split into 80 percent for training and 20 
percent for testing. 

4.1. Dataset Description 

The proposed performance review of CNN 
with the VGG-19 model is assessed in this 
section using the dataset. Using parameters 
such as accuracy, recall, precision, specificity, 
and f-measure, the model is evaluated. A 
comparative analysis is also performed for the 
validation of the proposed model. The 

performance is compared with other existing 
deep learning models, such as AlexNet, 
GoogLeNet, and VGG-16, used for 
classification. All the experiments are 
simulated and analyzed on the MATLAB 2019a 
Simulink toolbox. The dataset is split into 80 
percent for training and 20 percent for testing. 

In this research, the OASIS dataset is used for 
the evaluation. The Open Access Series of 
Imaging Studies (OASIS) aims to make 
neuroimaging data sets of the brain freely 
available to the scientific community. The 
dataset consists of 150 subjects aged 60 to 96 
years in a longitudinal collection. For a total of 
373 imaging sessions, every subject was 
diagnosed for two or more visits, separated by 
at least one year. 3 or 4 individual T1-weighted 
MRI scans acquired in single scan sessions are 
included for each subject. Across the study, 72 
of the subjects were labelled as non-demented. 
At the time of their initial visits, 64 of the 
subjects included were labelled as demented 
and remained so for subsequent scans, 
including 51 people with mild to moderate AD. 
Based on the CNN model, data preprocessing 
was the significant part of obtaining effective 
and precise results for those algorithms. The 
image size of the OASIS dataset was 256*256, 
but an image size of 224*224 is needed for the 
proposed CNN model. 

4.2. Performance Metrics 

In this research, the proposed CNN with the 
VGG-19 model is proposed and compared with 
other deep learning CNN models such as 
AlexNet, GoogLeNet, and VGG-16. To estimate 
the performance analysis of the model, the 
performance metrics such as precision, 
accuracy, recall, specificity, and f-measure are 
evaluated. Both training and testing outcomes 
are measured and compared with every 
validation. The primary objective of this 
research is to identify AD from MRI brain 
images, which can be helpful in assessing the 
patient's abnormality. This model's outcome 
may be dependent on the result detected as 
normal or abnormal. True positive (TP), true 
negative (TN), false positive (FN), and false 
negative (FN) are correctly evaluated to 
predict this model's outcome.  

TP: It refers the total correct predictions in 
abnormal cases. 

FP: It refers the total incorrect predictions in 
abnormal cases. 

TN: It refers the total correct predictions in 
normal cases. 

FN: It refers the total incorrect predictions in 
normal cases.  
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Accuracy is the estimate of the performance 
subset by the model. It is the primary 
performance metric used to measure the 
classification process efficiency. Where both 
the positive and negative groups are equally 
significant, it is generally used for evaluation. 
It is calculated using the equation below, 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (4) 

Precision is a predictive value that is positive. 
The preciseness of the classification model is 
computed by using it. It is the estimate of the 
correctly predicted positive observation's 
cumulative predictive positive value. The lower 
precision value reflects a large number of false 
positives, which affects the classification 
model. The measure of precision can be 
computed using the equation below,  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (5) 

Sensitivity is also known as recall. It is the 
proportion of correctly predicted positive 
observation of the overall positive predictive 
value. The lower recall value reflects a large 
number of false-negative values, which affects 
the classification model. The recall estimation 
can be calculated using the equation below,  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (6) 

According to this model, specificity is the 
prediction that healthy subjects do not have an 
abnormality. It is the percentage of subjects 
with no injury/trauma that is tested as 
abnormal. The specificity estimation can be 
calculated using the equation below, 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
  (7) 

The F-measure estimates the performance 
accuracy and is specified as the weighted 
harmonic mean of the precision and the recall. 
The accuracy does not take into account how 
the data is distributed. The f-measure is then 
used to manage the distribution problem with 
accuracy. The f-measure estimation can be 
calculated using the following equation, 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (8) 

 

Table.1. Performance Analysis of Training Evaluation 

Model 
Accu
racy 

Precis
ion 

Recal
l 

Speci
ficity 

F-
meas
ure 

AlexNet 94.13 93.81 93.64 95.25 93.72 

GoogLe
Net 

95.66 94.22 93.80 95.90 95.39 

VGG-16 95.84 94.90 94.92 96.02 95.56 

VGG-19 96.04 95.96 95.75 96.18 95.81 

 

Figure.4. Performance Analysis of Training Data 

 

Table.2. Performance Analysis of Testing Evaluation 

Model 
Accur

acy 
Prec
ision 

Recal
l 

Speci
ficity 

F-
meas
ure 

AlexNet 89.45 88.74 88.23 90.07 89.19 

GoogLeN
et 

92.90 91.55 91.06 93.12 91.09 

VGG-16 94.91 93.32 93.35 95.31 94.24 

VGG-19 94.82 93.24 93.13 95.14 94.10 

 

Figure.5. Performance Analysis of Testing Data 

As shown in table.1 and 2, the proposed VGG-
19 model achieved better performance in 
training and testing for classifying the ACL 
tear MRI images. The model obtained 96.04% 
training accuracy and 95.82% testing accuracy, 
which is 1.9% to 5.3% increased performance 
than the other existing compared models. The 
AlexNet, GoogLeNet, and VGG-16 achieved 
94.13%, 95.66%, 95.84% in training and 
89.45%, 92.90%, 94.91% in testing 
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performance respectively. The VGG-16 and 
VGG-19 model achieved better performance in 
testing compared to the performance. The 
performance was the same as accuracy for 
other parametric evaluations like precision, 
recall, specificity, and f-measure. 

Compared with both training and testing 
results, the AlexNet model achieved the least 
performance in every parameter. The VGG-16 
model has achieved close results to the 
proposed model and better accuracy on testing 
performance. The graphical chart of the 
comparison is plotted in figure.4 and 5. 

V. CONCLUSION AND FUTURE 
WORK 

In this research, a CNN based VGG-19 model 
was proposed for classifying the AD using MRI 
images. The proposed model was executed into 
four stages; Data preprocessing is the initial 
stage. After preprocessing, the next stage is to 
extract the image's features and then deliver 
the extracted features into the classifier to 
train. The model after training is finally tested. 
The dataset used in this work was collected 
from the OASIS database. It is an open-access 
database for the brain MRI dataset. A total of 
373 MRI images were used for evaluation. For 
training, 80% of data (298 images) and 
testing, 20% of data (75 images) were used in 
this model for performance analysis. The 
proposed VGG-19 model was evaluated and 
compared with existing deep learning-based 
other CNN models like AlexNet, GoogLeNet, 
and VGG-16. The performance metrics like 
accuracy, precision, recall, specificity, and F-
measure were evaluated to estimate the 
performance analysis of the model. For every 
validation, both training and testing results 
were evaluated and compared. The model has 
obtained 96.04% training accuracy and 
95.82% testing accuracy, which was 1.9% to 
5.3% higher than the AlexNet and GoogLeNet 
models in performance. However, this model 
was proposed to classify the AD from brain 
MRI images and obtained better validation 
results. In future, the proposed model can be 
used to find any abnormalities present in 
various body organs by using different datasets 
like a brain tumor, heart disease, lung cancer, 
etc. The performance can be further increased 
by implementing a new deep transfer learning 
model with better classification performance. 
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A New Neural Network-Based Intrusion 
Detection System for Detecting Malicious 
Nodes in WSNs 

 
 
 
 

 

Abstract: The Wireless Sensor Networks (WSNs) are vulnerable to numerous security hazards that 

could affect the entire network performance, which could lead to catastrophic problems such as a 

denial of service attacks (DoS). The WSNs cannot protect these types of attacks by key management 

protocols, authentication protocols, and protected routing. A solution to this issue is the intrusion 

detection system (IDS). It evaluates the network with adequate data obtained and detects the sensor 

node(s) abnormal behavior. For this work, it is proposed to use the intrusion detection system (IDS), 

which recognizes automated attacks by WSNs. This IDS uses an improved LEACH protocol cluster-

based architecture designed to reduce the energy consumption of the sensor nodes. In combination 

with the Multilayer Perceptron Neural Network, which includes the Feed Forward Neutral Network 

(FFNN) and the Backpropagation Neural Network (BPNN), IDS is based on fuzzy rule-set anomaly 

and abuse detection based learning methods based on the fugitive logic sensor to monitor hello, 

wormhole and SYBIL attacks. 

Keywords: Magnetic Resonance Imaging, Brain tumor, and Deep Belief Network. 

 

 

 

I. INTRODUCTION 

ireless sensor networks (WSNs) are 
current technology, and researchers 
have attracted a lot of attention. 
Usually, the low power and low-cost 
environment of the WSN includes a 
large number of sensors that are 
arbitrarily distributed or reassigned 

manually over the target location. Due to its 
potential features and applications such as 
healthcare, monitoring, domestic uses, 
surveying systems, and disaster management 
[1], wireless sensor networks are becoming a 
powerful and familiar technology. There are 
poor communication, calculation, and energy 
capacities for wireless sensor nodes. Broadcast 
messages are a useful and essential prototype in 
wireless sensor networks, which permit multiple 
users to efficiently combine and distribute 
Message Packages across their network to obtain 
their data of interest. Figure 1 shows an example 
diagram for WSN [2]. 

 
Figure 1. An example of Cluster-based WSN 

architecture. 

Data can be transmitted over long distances via 
intermediate nodes as WSNs are susceptible to 
both internal and external outbreaks. More 
generally, due to their resource-restricted 
nature [3], they cannot deal with a hard attacker. 
In this situation, it is necessary to protect the 
system from the attackers by a secondary stage 
of protection, called the intrusion detection 
system (IDS). Efficient IDS [4] can identify the 
extensive attack technologies employed by the 
attackers. 

Unfortunately, most sensor networks can be 
highly susceptible to attack due to WSN 

W 
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features, and antagonists can probably create 
network traffic that can also cause a massive 
drop of packets or change the original message 
content of packets [5]. To ensure secure 
communication between nodes, authentication 
strategies are incorporated on the network. In 
WSNs, the safe transmission of data between 
nodes is significant. 

In this work, IDS uses a multilayer neural 
perceptron system to detect the anomaly and to 
detect a misuse based upon the fuzzy rules. Also, 
the feed forward neural network is used to 
integrate the results of the detection and to 
signify the various kinds of attackers (similar to 
Sybil, the wormhole attack, and the hello flood 
attack). 

Data transmission in longer distances can be 
performed through intermediate nodes since 
WSNs are vulnerable to internal and external 
outbreaks. Most commonly, they cannot handle 
a fierce attacker owing to their resource-
restricted nature [3]. In this condition, a 
secondary stage of defence mostly called the 
Intrusion Detection System (IDS), is needed to 
protect the system from the attackers. The vast 
attacking techniques developed by the attackers 
can be detected by making use of efficient IDS 
[4].  

Unfortunately, the majority of the sensor 
networks are susceptible to attacks because of 
WSN characteristics, and antagonists can create 
network traffic, which can also cause massive 
packet drop during the broadcasting of the 
packets or change the original content of the 
message in the packets [5]. Thus, authentication 
strategies are implemented in the network to 
ensure secure communication between the 
nodes. In WSNs, it is essential to carry out 
secure data transmission between the nodes. 

In this work, IDS uses anomaly detection and 
misuse detection based on fuzzy rule sets along 
with the Multilayer Perceptron Neural Network. 
The Feed Forward Neural Network, along with 
the Backpropagation Neural Network, is utilized 
to integrate the detection results and indicate 
the different types of attackers (i.e., Sybil attack, 
wormhole attack, and hello flood attack).  

The rest of the paper is organized as follows. 
Section 2 deals with the related work on IDS 
methods in WSN. Section 3 describes the 
methods proposed for defining the MRI brain 
tumor classification with DBN. Section 4 
discusses the experimental findings. Section 5 
includes the conclusion and prospective work. 

II. RELATED WORK 

 For the securement of wireless sensor 
networks in routing attacks, a new intrusion 
detection framework is proposed in [6]. The 
proposed method focuses on the neighboring 
nodes in a distributed environment to identify 
intrusions. 

A lightweight, energy-efficient system proposed 
in [7] that uses mobile agents for metrically 
detecting intrusions based on sensor nodes 
energy consumption. To predict energy 
consumption, a linear regression model is 
applied. 

An IDS framework is inspired by the HIV system 
that can be used in the network of wireless 
sensors [8]. The Dendritic cell algorithm uses an 
improved decentralized, and personalized 
version enables nodes to monitor their area and 
work together to identify an intrusive. 

A WSN intrusion-detection system based on the 
number of active, successful deliveries is being 
proposed to trust-based adaptive tracking 
acknowledgment (TRAACK) and the Kalman 
filter to anticipate node trust in [9]. A novel trust 
management scheme based on the theory of 
Dempster – Shafer evidence for malicious node 
detection is proposed to deal with the situation 
of the quantification and uncertainty of trust 
[10]. 

In [11], the trust system for physical sensor 
networks (WSNs) on the physical layer has been 
proposed for intrusion detection based on 
physical layouts (PL-IDS). In [12], the WSNs 
propose a game theory-based multi-level 
detection frame. A mixture of specification rules 
and a lightweight anomaly detection module 
based on the neural network is applied to the 
proposed framework for identifying malicious 
sensor nodes. Calculation and energy-intensive, 
which negatively impact on the overall lifetime 
of the WSNs, are the most current frameworks 
for the intruder detection of wireless sensor 
networks (WSNs). This work consequently 
proposes IDS for neural network detection of 
different attacks in WSN. 

III. PROPOSED METHODOLOGY 

 The work being proposed is intended to 
detect hello flooding, wormhole, and Sybil 
attacks in the WSN with the IDS. To recognize 
attackers of different types, use an enhanced 
LEACH protocol (with fuzzy rules). For the 
detection of these attacks, IDS benefits from 
both anomaly detection and misuse detection 
models. A higher detection rate and a low 
positive rate may be achieved with the proposed 
IDS. In the meantime, MPNN's machine-
learning strategy can discover, which included 
new instances practically by enduring unknown 
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attacks.  The architecture diagram of IDS using 
MPNN is shown in Figure 1. 

 
Figure 2. The architecture diagram of IDS using MPNN. 

3.1. KDD Dataset Description  

 The cup KDD-99 is the most common dataset 
for algorithm training. It is the DARPA-98 dataset 
sub-set. Dataset KDD-99 is a multiform dataset. 
There are 4.8 million cases in this dataset. 
Categorical and integer characteristics of attributes 
are used in the dataset, and it has 42 features [12].  

3.2. Multilayer Perceptron Neural Network 

(MPNN) 

 The model MPNN is divided into FFNN and 
BPNN and is used to estimate the accuracy of the 
detection of the three different attackers. Because of 
the development of advanced technology, attackers 
improve with each day, and thus there is a great 
need for the improvement of existing IDS and 
system capacity. The IDS is an advanced intelligent 
detection system to overcome such problems. The 
mechanism for the machine learning mechanism 
can identify and learn new types of attacks. 
However, the data packets cannot be correctly 
sorted by an unknown assault by the detection 
model. Even farther, such data packets would also 
be transferred to the MPNN so that the detection 
system can understand and introduce the new type 
of attack detection system. Figure 2 provides the 
suggested MPNN methodology with fuzzy IDS in 
the WSN. 

This is where the MPNN is going to develop the 
FFNN and BPNN IDS mechanism since these 
neutral networks could maintain the stability of the 
system with a considerable number of data and can 
listen to various types of attackers. FFNN would, 
however, make headway with detection and 
simultaneously estimate the new types of attack. 
The proposed BPNN will use the MPNN supervised 

learning mechanism to cluster unknown attacks 
that incorporate an input layer, a hidden layer, and 
an output layer. In the detection of excesses, a 
scheme cannot detect accurate data packet attacks 
since the layer, and the input nodes of data packets 
are selected by using the features selected. In the 
beginning, the stage is the number of output nodes. 
Therefore, the proposed fuzzy-based MPNN would 
be used to create different kinds of clusters. Thus, 
the results of the output nodes are improved when 
each output node sets a new type of detection 
method. An artificially supervised learning 
mechanism will be used to estimate the 
corresponding points for each output result in every 
data package of unknown attackers. The results of 
the output node will later be detected to determine 
the value of the output node. 

When this value is higher than the alert value, then 
the packets inserted correspond to the output node; 
therefore, it is cluster-referred, and MPNN must 
simply modify the weights. However, if the 
respective output node value is much less than the 
warning value, the data packet is not the same as the 
connected weight. It therefore does not match this 
cluster. This data packet is not the same in the same 
way. The next winning node results must be found 
to see whether the alertness test can pass or else it 
will introduce a unique output node that will 
identify a new attack. 

In addition, the sample data through the 
experimental simulation will be examined to obtain 
the true vigilance value. The information about a 
cluster is contained in the MPNN of the misuse 
detection scheme to include fresh detection classes, 
whereas the cluster-member values acquire the 
defined threshold.  

Input KDD dataset

clustered based wireless sensor

network

Cluster based message 
transmission through LEACH

MPNN with fuzzy based IDS for 
WSN

The attck detction rseults with its 
types
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Figure 2. The proposed methodology of MPNN with fuzzy based IDS in WSN. 

Fuzzy Rules Set Based Multilayer 
Perceptron Neural Network: The data are 
trained using supervised FFNN classifier by 
applying the n hidden nodes from the specified 
dataset of labelled examples, a dataset of unlabelled 
examples, and a test dataset. In order to get the final 
output as the sigmoid activation algorithm, the 
hidden node is implemented with BPNN supervised 
classification. Then, as membership vector MV is 
achieved on each unlabeled sample by analysing US 
application of MPNN supervised learning system, 
the membership vector of each unlabeled US 
sample generated during this process is further 
applied by using equation (1) to obtain the fuzziness 
F(MV): 

𝐹 (𝑀𝑉)  =  −
1

𝑛
 ∑ (μi log μi + (1 − μi) log(1 −𝑛

𝑖=1

μi)) ∗ 𝑒𝑟𝑖      (1) 
𝑒𝑟𝑖 = 𝑑𝑜𝑖 − 𝑎𝑜𝑖    (2) 

where 𝑀𝑉 =  {𝜇1, 𝜇2, . . . , 𝜇𝑛} is a fuzzy set and the 𝑒𝑟𝑖  

is the error rate, 𝑑𝑜𝑖 signifies the desired output and 

𝑎𝑜𝑖 denotes the actual output which resulted from 

the MPNN. Furthermore, the Fuzziness value is 
categorized into three distinct groups: low, high, 
and medium.  Samples that indicate high fuzziness 
and low fuzziness classes are collected, and these 
classes are additionally included with training darta 
to get a revised dataset labeled as new training data 
to train the FFNN and check it with BPNN. 

3.3. Fuzzy with MPNN Based IDS Model for 

malicious node detection 

  Methods of anomaly detection and misuse 
detection use many methodologies of well-
established behaviors of attack, therefore build the 
latest strategy to resolve or protect against these 
behaviors of attacks [13]. Most intrusion detection 
techniques promise through the training data to 
detect the attacks, but they fail uncertainly. The 
proposed analysis is based on MPNN, consisting of 

FFNN along with BPNN, and is implemented in this 
study to have the highest detection rate in the 
supervised approach to learning. The proposed 
approach showed figures outside of the traditional 
relationship between variables of input and output, 
so this fits the traditional mass. For achieve the 
greatest accuracy, it will minimize the error rate that 
exists in the code. Researchers therefore suggested 
fuzzy-based FFNN and BPNN to achieve the highest 
degree of accuracy in the detection of attacks by 
massive training for clustered AHIDS. 
After the integration of the training data into the 
BPNN, can compare the actual performance results 
via the FFNN process. The error and rectification 
value of both hidden and output layers is 
determined by the back propagation process in the 
MPNN. To change the biases and weights of the 
networks, this length is called the epoch when all the 
training data have been used. The training data will 
be constantly discovered and periodically arranged 
with the aid of the epochs, the weights according to 
the layers, unless the output layer value is the same 
as the target value and then the training data is 
completed. Full irregular packets are then detected 
by the anomaly detection system, and then 
forwarded to the system for misuse for further 
verification. 
Next, add the pre-processing step to cover up the 
irregular packets into a binary value, and then 
forward the binary value to the output value 
calculation scheme for misuse detection. 
Eventually, to get the best integration, the product 
of the detection value is provided to the fuzzy 
module with MPNN model. The fuzzy module is 
used to allow the best decision taking to classify the 
attackers and their different forms of attack by 
combining anomaly detection scheme and detection 
module for misuse. Through applying the rules to 
combine the outputs of the two detection schemes, 
the fuzzy rule-based method is used to support the 
decision-making model, and the main benefit of this 

Input 

KDD 

dataset 

Pre-processing MPNN Fuzziness rules set 

Attack 

detection 
Fuzzification 

classification 

Low 

High 

Medium 
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study is to obtain fast and reliable results. 
Tabulation gives the fuzzy dependent rules. This 
mechanism operates using a fuzzy logic controller; 
first, the input parameters (FPNN) are assigned to 
the Fuzzy Inference Method (FIS) in the 
fuzzification process. The FIS performs on the basis 
of the Fuzzy membership (triangular) and the Fuzzy 
rule that is applied to the input parameters to 
determine the correct fuzziness to identify the 
concentrations of attackers.  Therefore, in FIS, these 
parameters are analyzed which checks the fuzzy 
rules and functions to produce the results to 
defuzzify where the output parameters are extracted 
as low (Sybil attack), mild (wormhole attack), and 
high (hello flooding attack). 

IV. EXPERIMENTAL RESULTS AND 
DISCUSSION 

 The performance of the proposed MPNN with 
fuzzy is evaluated in this section, and the 
performance results are compared with existing 

TRAACK [9], PL-IDS [11] and lightweight 
neural network [12] schemes. The performance 
measurement is done in terms of precision, f-
measurement, recall, accuracy and attacker 
detecetion rate. Here estimate the different types of 
attackers such as hello flooding, wormhole, and 
Sybil attacks. 

Precision: It reflects the proportion of positive 
samples correctly classified as expected in equation 
(3): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
   (3) 

Recall: The recall of a classifier reflects the positive 
samples properly assigned to the total number of 
positive samples and is calculated as in equation 
(4): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (4) 

F-measure: this is also referred to as F 1-score, 
and as in equation (5) is the harmonic mean of 
precision and recall: 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗(𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (5) 

Accuracy: This is one of the most frequently used 
performance classification measures and is defined 
as a ratio between the correctly classified samples 
and the total number of samples as in equation (6): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (6) 

Attacker detection rate: It is calculated using 
equation (7)  

Attacker detection rate = ∑
𝑇𝑃𝑖

𝑇𝑃𝑖+𝐹𝑁𝑖

𝑐
𝑖=2 . (7) 

Where, 𝑐 is the number of classes, true positive (𝑇𝑃𝑖) 

samples are properly classified as no attacker of the 

𝑖th class, false positive (FP) samples are incorrectly 
classified as attacker, True negative (TN) samples 
are properly classified as attacker, and false 
negatives (𝐹𝑁𝑖) are incorrectly classified as attacker 

of the 𝑖th class. 

4.1. Precision Rate comparison 

 

Figure 3. Representation of Precision Comparison 

From the above Figure 4, the graph shows how 
accurate the number of images in the specified 
datasets is compared. These methods are 
implemented TRAACK, PL-IDS, lightweight neural 
network and MPNN with fuzzy. When the number 
of records increases according to the precision 
value, from this graph, it is learned that the 
proposed MPNN with fuzzy offers 92% higher 
precision than previous methods that yield better 
results in the classification of attackers. The 
numerical results of Precision Comparison is shown 
in Table 1. 

Table 1. The numerical results of Precision Comparison 

Number 
of nodes 

TRAACK 
PL-
IDS 

lightweight 
neural 

network 

MPNN 
with 
fuzzy 

10 74 78 80 82 

20 76 80 82 85 

30 78 85 86 89 

40 82 87 89 91 

50 85 89 91 92 

4.2. Recall comparison 

From the above Figure 5, the graph illustrates the 

recall relation for the number of images in the listed 

datasets. These methods are implemented as 

TRAACK, PL-IDS, lightweight neural network and 

MPNN with fuzzy.  Increasing the number of images 

often increases the correct value for the recall. 

Through this graph, it is discovered that the current 

MPNN with fuzzy offers recall 95% higher than 

previous methods. 

0
10
20
30
40
50
60
70
80
90

100

10 20 30 40 50

P
re

ci
so

n
 (

%
)

Number of nodes

TRAACK
PL-IDS
lightweight neural network
MPNN with fuzzy



6 | P a g e  
Narmatha C. Intrusion Detection System. 2020 

 
 

 

Figure 4. Representation of Recall Comparison 

The explanation for this is that the MPNN with fuzzy 
classifies the fuzziness, which will enhance the 
detection and classification of attackers in WSN. 
The numerical results of Recall Comparison is 
shown in Table 2. 

Table 2. The numerical results of Recall Comparison 

Number 
of nodes 

TRAACK 
PL-
IDS 

lightweight 
neural 

network 

MPNN 
with 
fuzzy 

10 85 86 87 89 

20 87 88 89 90 

30 89 89 90 91 

40 90 90 91 92 

50 91 92 93 95 

4.3. F-measure Rate comparison 

 

Figure 5. Representation of F-measure Comparison 

From the above Figure 6, the graph explains the f-
measure relation for the number of images in the 
given datasets. These methods are implemented as 
TRAACK, PL-IDS, lightweight neural network and 
MPNN with fuzzy. When the number of data is 
increased, and the f-measure value is increased 
accordingly. From this graph it is learned that the 
proposed MPNN with fuzzy offers 95% higher f-

measurement than previous methods. Therefore the 
proposed MPNN with fuzzy algorithm is stronger 
than the current algorithms in terms of better 
performance of classifying attackers in WSN. The 
numerical results of F-measure Comparison is 
shown in Table 3. 

 

Table 3. The numerical results of F-measure Comparison 

Number 
of nodes 

TRAACK 
PL-
IDS 

lightweight 
neural 

network 

MPNN 
with 
fuzzy 

10 85 89 90 91 

20 87 90 91 92 

30 89 91 92 93 

40 90 92 93 94 

50 91 93 94 95 

4.4. Accuracy comparison 

 

Figure 6. Representation of Accuracy Comparison 

From the above Figure 7, the diagram illustrates the 
processing time relation for the number of images 
in the specified datasets. These methods are 
implemented as TRAACK, PL-IDS, lightweight 
neural network and MPNN with fuzzy.  

From the graph, it is known that the proposed 
MPNN with fuzzy algorithm is higher than the 
existing algorithms with a high precision rate of 
95% in terms of better attacking results. This is due 
to the fuzzy based extraction of the fuzziness in the 
MPNN algorithm, which increases the attacker 
classification results. The numerical results of 
Accuracy Comparison is shown in Table 4. 
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Table 4. The numerical results of Accuracy Comparison 

Number 
of nodes 

TRAACK 
PL-
IDS 

lightweight 
neural 

network 

MPNN 
with 
fuzzy 

10 85 89 90 91 

20 87 90 91 92 

30 89 91 92 93 

40 90 92 93 94 

50 91 93 94 95 

4.5. Attacker detection rate comparison 

 

Figure 7. Representation of Attacker detection rate 
Comparison 

From the above Figure 7, the diagram illustrates the 
processing time relation for the number of images 
in the specified datasets. These methods are 
implemented as TRAACK, PL-IDS, lightweight 
neural network and MPNN with fuzzy. From this 
graph, it is known that the proposed MPNN with 
fuzzy algorithm is higher than the existing 
algorithms with a high precision rate of 97% in 
terms of better attacker classification results. The 
numerical results of Accuracy Comparison is shown 
in Table 5. 

Table 5. The numerical results of Attacker detection rate 
Comparison 

Number 
of nodes 

TRAACK 
PL-
IDS 

lightweight 
neural 

network 

MPNN 
with 
fuzzy 

10 85 89 91 92 

20 87 91 92 93 

30 89 92 93 94 

40 90 93 94 96 

50 91 94 95 97 

V. CONCLUSION AND FUTURE 
WORK 

In this work, an IDS against hello flooding, 
wormholes and Sybil attacks in wireless sensor 

networks is suggested for wireless sensor networks 
that are using both anomaly detection and misuse 
detection to block malicious This system utilizes a 
Multilayer Perceptron Neural Network based on a 
fuzzy logic mechanism with a high detection rate 
and a low false positive rate. The detection 
mechanism is included in LEACH protocol for 
cluster-based topology to minimize transmission 
costs and energy usage, leading to an improvement 
in network life. The simulation results demonstrate 
that a proposed MPNN is able to produce high real-
life positives and low false positives. This is 
accomplished with a fuzzy algorithm. In order to 
evaluate the performance of the proposed research 
and also encourage biological methods to be 
integrated into classification algorithms, further 
analyses are required in the future on this subject. 
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A Proficient Adaptive K-means based Brain 
Tumor Segmentation and Detection Using Deep 
Learning Scheme with PSO 

 
 
 
 

 

Abstract: Determining the size of the tumor is a significant obstacle in brain tumour preparation 

and objective assessment. Magnetic Resonance Imaging (MRI) is one of the non-invasive methods 

that has emanated without ionizing radiation as a front-line diagnostic method for brain tumour. 

Several approaches have been applied in modern years to segment MRI brain tumours automatically. 

These methods can be divided into two groups based on conventional learning, such as support vector 

machine (SVM) and random forest, respectively hand-crafted features and classifier method. 

However, after deciding hand-crafted features, it uses manually separated features and is given to 

classifiers as input. These are the time consuming activity, and their output is heavily dependent 

upon the experience of the operator. This research proposes fully automated detection of brain tumor 

using Convolutional Neural Network (CNN) to avoid this problem. It also uses brain image of high 

grade gilomas from the BRATS 2015 database. The suggested research performs brain tumor 

segmentation using clustering of k-means and patient survival rates are increased with this proposed 

early diagnosis of brain tumour using CNN.  

Keywords: Brain tumor, Computer-Aided Diagnosis, Deep Learning, Fusion Feature, 

Recurrent Extreme Learning Machine, Artificial Bee Colony. 

 

I. INTRODUCTION 

rain tumors are a heterogeneous group of 
neoplasms of the central nervous system 
that form within or adjacent to the brain. 
The incidence of tumors in India's central 
nervous system (CNS) ranges from 5 to 
10 per 100,000 population with a rising 
trend [1]. Metastatic brain tumors arise 

when cancer travels to the brain situated in 
another organ of the body. Forty per cent of all 
cancers have spread to the brain. Recently 
computer-aided techniques have been 
investigated for the analysis and visualization of 
magnetic resonance (MR) images. A lot of 
researchers have focused on detecting and 
quantifying brain abnormalities. A significant 
step in this process is the automatic 
identification of the brain in head MR images. 
Another essential move for computer-aided 
research is the assurance of the data quality. The 
MR images involve unintended differences in 
intensity due to MRI scanner imperfections. 

Removing or reducing such variations will 
increase automated analysis accuracy. This 

research introduces a new, fully automated 
method for the detection of intracranial 
boundary and intensity correction in head MR 
images. The intracrane boundary is the 
boundary between the intracranial cavity and 
the brain. It separates the brain correctly from 
other features within the head. 

A new approach based on CNN is presented in 
this research which enables automatic detection 
and segmentation of brain tumors. The 
approach is based on the geodesic distance and 
covariance. The covariance approach for 
detecting central coordinates of irregular tissues 
is based on. Using adaptive clustering of k-
means, these coordinates are used for 
segmenting the brain tumor region. The 
ultimate goal is to retrieve the tumor attributes 
observed on the image in order to use them in 
the segmentation and classification stage. The 
present methods are based on MR images and 
have shown a better performance in biomedical 
image analysis.  

The structuring of the rest of paper is as follows: 
In Section 2, discuss brain tumor detection 
methods. Section 3 describes the proposed 

B 
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methodology. Section 4 describes the results and 
discussion; in Section 5, conclude the paper and 
define the future work.  

II. RELATED WORK 

  A hybrid brain tumor detection algorithm 
using statistical features in magnetic resonance 
images and a Fuzzy including kernel support 
vector machine (FSVM) classifier is proposed in 
[2]. Brain tumors are not diagnosed early and 
are not fully treated and patients may suffer 
permanent brain injury or death. Place and size 
of tumors are critical to effective treatment. 

In the proposed system [3], the self-organizing 
map neural network initially trains the features 
extracted from the discrete wavelet transform 
blend wavelets and subsequently, the resulting 
filter factors are equipped by the K-nearest 
neighbor (KNN). The aim of the study in [4] is to 
use advanced image processing techniques and 
probabilistic neural network (PNN) method to 
detect and locate tumor areas in the brain. 

An unsupervised tumor segmentation clustering 
method is proposed at [5]. In addition, a fused 
feature vector is used which is a mixture of the 
features of Gabor wavelet (GWF), oriented 
gradient histograms (HOG), local binary pattern 
(LBP) and fractal texture analysis based 
segmentation (SFTA). Random forest (RF) 
classifier is used to identify three sub-tumor 
regions such as the total, enhancing, and non-
enhancing tumor. 

 

In [6] Neural Network Ensemble is used to 
improve system accuracy. The Jaya algorithm 
used for segmentation, and also extraction of the 
abnormal brain section, requires less time to 
execute compared to the Particle Swarm 
Optimization and Genetic Algorithm used 
previously. 

The fuzzy logic-based hybrid kernel is built in [7] 
and used to train the vector support system to 
automatically identify four different forms of 
brain tumors such as Meningioma, Glioma, 
Astrocytoma, and Metastases. 

Gray-level co-occurrence matrix (GLCM) 
features, which segmentation of the DWT-based 
brain tumor area in [8] is used to minimize 
complexity and improve performance. In brain 
MRI images the probabilistic neural network 
classifier was used to detect tumor location. 

The proposed method in [9] classifies brain MRI 
slices as regular or abnormal, using Gabor filter 
and supporting vector machines. The problem of 
auto classification of brain MRI slices as normal 
and abnormal has been identified to resolve 
numerous schemes, but precision, robustness, 
and optimization are still an open question.. 

III. PROPOSED 
METHODOLOGY 

 In this method, segmentation has been 
combined using adaptive clustering of K-means 
followed by detection as a classifier tool with 
convolutionary neural network (CNN). This 
adaptive k-means method incorporates the 
maximum connected domain algorithm for the 
adaptive determination of K values of the K-
means segmentation process. For a broad 
database, the segmented area from the adaptive 
k-means was categorized as the normal and 
abnormal tumor cells of medical brain MRI 
images. In this work, the use of Particle Swarm 
Optimization (PSO) in Convolutionary Neural 
Networks (CNNs), which is one of the basic 
methods in deep learning, was proposed. Using 
PSO in the training phase helps to optimize the 
outcomes of solution vectors on CNN to increase 
the accuracy of tumor identification. The result 
includes the fact that it makes it easier for 
clinical experts to make a decision about 
diagnosis and even scanning with this proposed 
process. The work’s principal contribution is as 
follows: 

• Initially, pre-processing improves image 
quality by removing noise and the 
artifacts of the input MRI image, this 
study employs a median filtering 
technique to pre-process the image. 

• Image segmentation is performed using 
adaptive k-means clustering to partition 
MRI image into mutually exclusive and 
exhausted regions, so that each area of 
interest is spatially contiguous and the 
pixels within the area are homogeneous 
to the predetermined rules. 

• Finally, automatic brain tumor detection 
is achieved using the classification of 
Particle Swarm Optimization in the 
Convolutionary Neural Networks 
(CNN) as shown in Figure 1. 
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Figure 1. Flow diagram of Proposed Brain tumour detection. 

3.1. Input MRI dataset  

 The MRI data sets were collected from the 
public database (http:/adni.loni.usc.edu/) of the 
Harvard Medical School Architecture and 
Alzheimer's disease Neuroimaging Initiative 
(ADNI). A total of 100 MR images were used for 
preparation, and 25 MR images were used for 
research. The input MRI images will experience the 
gray image conversion process, tumor position 
detection and tumor segmentation may experience 
correlation computation. For relegation of benign 
and malignant tumors using GLCM (Grey Level Co-
occurrence Matrix) technique a minimum of ten 
features are collected. 

3.2. Image Pre-processing Using Median 

Filter 

The image processing is really complicated. Before 
any picture is processed, removing unnecessary 
objects that it may contain is quite important. The 
picture can be processed successfully after 
extracting unwanted artefacts. Image Pre-
Processing is the key step to image processing. It 
includes processes such as grayscale image 
conversion, noise reduction, and image restoration. 
The most popular method of pre-processing is 
conversion to gray scale image. After the image is 
converted to grayscale, then using Median Filter 
methods to eliminate excess noise. This most 
famous technique used during the reduction of 
noise. It is a filtering method called "non-linear." It 
has been used to suppress the grayscale picture 
created by salt and pepper noise. Median filter is 
based on average pixel size, and therefore retains 
the edges and boundaries [10]. 

3.3. Image segmentation using adaptive K-

means clustering 

In this method, brain image segmentation using K-
means clustering technique to segment the tumor 
from the image as a contour to Variational Level 
sets, which in turn performs tumor boundary 
removal. K-Means is one of the unsupervised cluster 
learning methods. Clustering the image groupes the 
pixels by the same characteristics [11]. 

1. Initialize k as the cluster value no. 

2. Always choose k-cluster centers at random 

3. Determine cluster mean or centre 

4. Compute the difference between pixels and 
centers of each cluster 

5. If the distance to the center is near then 
transfer to that cluster. 

6. Move to next cluster otherwise. 

7. Re-evaluate the centre. 

8. Repeat the cycle before the core comes in. 

3.4. Feature Extraction using GLCM 

Features of the image were extracted using the Gray 
Level Co-occurrence Matrix (GLCM). In this feature 
extraction technique, initially GLCM of the image 
was calculated then the features based on the GLCM 
were extracted. The extracted features include 
contrast, correlation, energy, homogeneity, mean, 
standard deviation, entropy, skewness, kurtosis, 
inverse difference moment. 
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3.5. Brain tumour detection using PSO-CNN 

In this study, we perform a combination of 
biologically inspired Particle Swarm Optimization 
and Convolutional Neural Network as a classifier 
tool to improve diagnostic accuracy. The cause of 
this study is to extract information from the 
segmented tumor region and classify healthy and 
infected tumor tissues for a large database of 
medical images. Our results lead to conclude that 
the proposed method is suitable to integrate clinical 
decision support systems for primary screening and 
diagnosis by the radiologists or clinical experts. 

Convolutional Neural Networks (CNN) are one of 
the most used neural networks in the present time. 
Its applications are extremely varied. Most recently 
they have been proving helpful with deep learning, 
as well. Since it is growing in more convoluted 
domains, its training complexity is also increasing. 
To tackle this problem, many hybrid algorithms 
have been implemented. In this paper, Particle 
Swarm Optimization (PSO) is used to reduce the 
overall complexity of the algorithm. The hybrid of 
PSO used with CNN decreases the required number 
of epochs for training and the dependency on GPU 
system. The algorithm so designed is capable of 
achieving 3-4% increase in accuracy with lesser 
number of epochs. The advantage of which is 
decreased hardware requirements for training of 
CNNs. The hybrid training algorithm is also capable 
of overcoming the local minima problem of the 
regular backpropagation training methodology. 
Generally, the process of the proposed method 
consists of several steps as shown below:  
1) The first step is initializing the learning rate of 

the CNNs with the value is 1 based on the 
experiment. Batch size of CNNs is 50, the 
number of CNNs epoch in the range of 1 to 4, 
PSO iteration is 10. The convergence status of 
PSO is used to check the convergences of PSO, 
if the error value has not changed for three 
iterations, then the PSO is considered as 
convergent;  

2) After setting up the experiment, the next step is 
run CNNs training process, where the tumour is 
detected from the feature extraction process. 
The result of CNNs is vector output that will be 
optimizing using PSO algorithm. PSO 
optimization in this study serves to make the 
value of loss function on CNN becomes 
minimal;  

3) The output vector will be update if the solution 
of swarm has less error compare with old vector 
output;  

4) The PSO will run as long as the iteration 
number of PSO and the convergence solution 
have not fulfilled;  

5) After the CNN Training, the model will be tested 
with testing data that consist of MRI brain 
image data;  

6) The result of CNN test is accuracy of CNN, it 
represent how precise of the CNN model can 
predict the actual value of testing dataset. 

IV. EXPERIMENTAL RESULTS 
AND DISCUSSION 

  The performance of the proposed PSO-CNN 
is evaluated in this section, and the performance 
results are compared with existing FSVM [1], KNN 
[2] and PNN [3] image compression schemes. The 
facts given below show that the device proposed has 
achieved better performance in terms of precision, 
f-measurement, recall and accuracy.  

Precision: It reflects the proportion of positive 
samples correctly classified as expected in equation 
(6): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
   (6) 

Recall: The recall of a classifier reflects the positive 
samples properly assigned to the total number of 
positive samples and is calculated as in equation (7): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (7) 

F-measure: this is also referred to as F 1-score, 
and as in equation (8) is the harmonic mean of 
precision and recall: 

 (8): 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗(𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (8) 

Accuracy: This is one of the most frequently used 
performance classification measures and is defined 
as a ratio between the correctly classified samples 
and the total number of samples as in equation (9): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (9) 

Where true positive (TP) samples are properly 
classified as natural, false positive (FP) samples are 
incorrectly classified as irregular, True negative 
(TN) samples are properly classified as irregular, 
and false negatives (FN) are incorrectly classified as 
natural. 

4.1. Precision Rate comparison 

From the above Figure 4, the graph shows how 
accurate the number of images in the specified 
datasets is compared. These methods are 
implemented as FSVM, KNN, PNN, and PSO-CNN. 
When the number of records increases according to 
the precision value. 
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Figure 4. Representation of Precision Comparison 

From this graph, it is learned that the proposed 
PSO-CNN offers 94% higher precision than 
previous methods that yield better results in the 
classification of Brain tumour mass due to prior 
segmentation of the Brain tumour mass using k-
means technique. The numerical results of 
Precision Comparison is shown in Table 1. 

Table 1. The numerical results of Precision Comparison 

No. of images FSVM KNN PNN PSO-CNN 

20 80 82 85 87 

40 82 85 86 90 

60 83 87 89 92 

80 87 89 90 93 

100 90 91 92 94 

4.2. Recall comparison 

 

Figure 5. Representation of Recall Comparison 

From the above Figure 5 the graph illustrates the 
recall relation for the number of images in the listed 
datasets. These methods are implemented as FSVM, 
KNN, PNN, and PSO-CNN. Increasing the number 
of photographs often increases the correct value for 
the recall. Through this graph, it is discovered that 
the current PSO-CNN offers recall 94% higher than 
previous methods. The explanation for this is that 

the PSO-CNN extracts the features directly which 
will enhance the Brain tumour classification tests. 
The numerical results of Recall Comparison is 
shown in Table 2. 

Table 2. The numerical results of Recall Comparison 

No. of images FSVM KNN PNN PSO-CNN 

20 83 85 87 89 

40 84 87 89 90 

60 85 88 90 91 

80 86 90 91 92 

100 89 91 93 94 

 

4.3. F-measure Rate comparison 

 

Figure 6. Representation of F-measure Comparison 

 

From the above Figure 6, the graph explains the f-
measure relation for the number of images in the 
given datasets. These methods are implemented as 
FSVM, KNN, PNN, and PSO-CNN. When the 
number of data is increased, and the f-measure 
value is increased accordingly. From this graph it is 
learned that the proposed PSO-CNN offers 95% 
higher f-measurement than previous methods.  

Therefore the proposed PSO-CNN algorithm is 
stronger than the current algorithms in terms of 
better performance of classifying Brain tumour. The 
numerical results of F-measure Comparison is 
shown in Table 3. 

 

Table 3. The numerical results of F-measure Comparison 

No.of images FSVM KNN PNN PSO-CNN 

20 75 85 89 90 

40 77 87 90 91 

60 79 88 91 93 

80 80 89 92 94 

100 85 90 93 95 
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4.4. Accuracy comparison 

 

Figure 7. Representation of Accuracy Comparison 

From the above Figure 7 the diagram illustrates the 
processing time relation for the number of images 
in the specified datasets. These methods are 
implemented as FSVM, KNN, PNN, and PSO-CNN. 
From this graph it is known that the proposed PSO-
CNN algorithm is higher than the existing 
algorithms with a high precision rate of 97% in 
terms of better template matching results. This is 
due to the automatic extraction of the features using 
CNN in the PSO-CNN classification algorithm, 
which increases the classification precision 
resulting in Brain tumour. The numerical results of 
Accuracy Comparison is shown in Table 4. 

Table 4. The numerical results of Accuracy Comparison 

No.of images FSVM KNN PNN PSO-CNN 

20 85 89 90 92 

40 89 90 91 93 

60 91 91 92 94 

80 92 93 94 95 

100 93 94 95 97 

V. CONCLUSION AND FUTURE 
WORK 

In this work, a method to extract brain tumor from 
2D Magnetic Resonance brain Images (MRI) by 
adaptive k-means clustering algorithm is proposed 
which was followed by traditional classifiers and 
convolutional neural network. In this work, we 
propose a novel algorithm to search for deep 
convolutional neural networks (CNNs) 
architectures based on particle swarm optimization 
(PSO-CNN). A novel directly encoding strategy is 
also proposed in which a CNN architecture is 
divided into two blocks: one block contains only 
convolutional and pooling layers, while the other 
contains only fully connected layers. This encoding 
strategy allows for variable length CNN 
architectures to be compared and combined using 
an almost standard PSO algorithm. Our results 

show that PSO-CNN can quickly find an optimized 
CNN architecture for any given dataset. With only 
30 particles and 20 iterations, the algorithm finds 
models capable of achieving test errors comparable 
to those designs exploiting more complex and 
complicated architectures. From the experimental 
results, we can conclude that psoCNN would be able 
to find even better architectures if more 
computational power is available for finding MRI 
brain tumor. For future works, we will expand the 
proposed PSO-CNN to find to include ResNets and 
DenseNets architectures as well, which will further 
increase the classification accuracy of the possible 
solutions. 
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A New Modified Recurrent Extreme Learning 
with PSO Machine Based on Feature Fusion with 
CNN Deep Features for Breast Cancer Detection 

 
 
 
 

 

Abstract: Breast cancer is a prevalent cause of death, and is the only form of cancer that is common 

among women worldwide and mammograms-based computer-aided diagnosis (CAD) program that 

allows early detection, diagnosis and treatment of breast cancer. But the performance of the current 

CAD systems is still unsatisfactory. Early recognition of lumps will reduce overall breast cancer 

mortality. This study investigates a method of breast CAD, focused on feature fusion with deep 

features of the Convolutional Neural Network (CNN). First, present a scheme of mass detection based 

on CNN deep features and modified clustering of the Extreme Learning Machine (MRELM). It 

forecasts load through Recurrent Extreme Learning Machine (RELM) and utilizes Artificial Bee 

Colony (ABC) to optimize weights and biases. Second, a collection of features is constructed that 

relays deep features, morphological features, texture features, and density features. Third, MRELM 

classifier is developed to distinguish benign and malignant breast masses using the fused feature set. 

Extensive studies show the precision and efficacy of the proposed method of mass diagnosis and 

classification of breast cancer.  

Keywords: Breast cancer, Computer-Aided Diagnosis, Deep Learning, Fusion 

Feature, Recurrent Extreme Learning Machine, Artificial Bee Colony. 

 

I. INTRODUCTION 

he malignant tumor activating in the 
breast cells is breast cancer (BC). A tumor 
is likely to spread to other body areas [1]. 
BC is a universal disease that typically 
hammers women's lives in the 25-50 age 
category. The potential increase in the 
number of BC cases in India is alarming. 

The BC survival rate in the last five years is 
approximately 90% in the United States, 
compared to approximately 60% in India [2]. 
For India in 2020, BC's projections suggest that 
the statistic is as high as 2 million [3]. 
Doctors have identified hormones, lifestyle and 
environmental factors that can increase the 
chance of developing BC of a person. More than 
5%–6% of patients in BC have been associated 
with gene mutations through the ages of the 
family. The other factors that cause BC are 
obesity, an increasing age, postmenosal 
hormonal imbalances. 
 
As such, there is no mechanism for preventing 
BC, however, early detection can improve the 
results considerably. In addition, the cost of 

treatment may also be significantly reduced. 
However, cancer symptoms can often be 
unusual, so it is difficult to detect them early. In 
order to detect any early irregularities before it 
develops, mammograms and self-breasts are 
essential [4]. 
The demand for machine learning nowadays 
increases until it is a service. Machine learning 
unfortunately continues to be a field of high 
barriers and often requires skills. A number of 
skills and expertise are required for an efficient 
machine learning model including the phases of 
preprocessing, selection of features and 
classification processes. 
In addition, advances in CNNs can help 
radiologists as well as eventually diagnosis 
systems in the near future to read mammograms 
independently. Propose a method using CNN 
and MRELM for the extraction and clustering of 
features, respectively. First, a mammogram will 
be divided into various sub-regions. Then, CNN 
is used to extract functions according to 
individual sub-regions, followed by the use of 
MRELM with ABC in the cluster of sub-regions 
where the breast tumor region eventually is 
located. During the diagnostic period, each 

T 
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mammogram used as MRELM input for 
classification is based on its fusion-deep 
features. The result directly determines if the 
patient has a benign or malevolent tumor of the 
breast. Finally, the experimental results show 
that the best performance is achieved by our 
proposed methods, the sub-regional ELM 
clustering and the MRELM clustering with the 
deep fusion features.  

The structuring of the rest of paper is as follows: 
In Section 2, discuss breast cancer detection 
methods. Section 3 describes the proposed 
methodology. Section 4 describes the results and 
discussion; in Section 5, conclude the paper and 
define the future work.  

II. RELATED WORK 

  In this study, the application of the K-
Particle Swarm Optimization (KPSO) variation 
is proposed for a new hybrid for breast cancer 
detection. [5] KPSO is used to initialize and then 
update the centers and variances of the radial 
functional neural network with back 
propagation. 

Texture features were removed from the co-
occurrence matrix and matrix for runtime 
lengths and features for automatic classification 
of normal and maligneous breast conditions 
were added to the Support Vector Machine 
(SVM) classifier in [6]. 

Compared to [7] for the automatic classifying of 
images of breast cancer histology in two 
machine-learning approaches, benign and 
malignant subclasses. The first approach is to 
extract a set of man-made characteristics 
encoded by two coding models (wordsack and 
locality-restricted linear codification) and 
trained in the use of vector support machines. 

A CAD system is developed to characterize the 
breast nodules as either benign, or malignant on 

an ultrasound image. The system aims at a high 
performance classifier. In [8] is developed a 
Fuzzy Cerebellar Model CAD Network 
(FCMNN). 

The traditional way to diagnose the disease is 
based on the experience of human beings to 
identify certain patterns from the database. It is 
likely to be mistaken, to take time and to work 
hard. Therefore an automatic breast cancer 
diagnostic technique was proposed for the 
parameter optimization of the Artificial Neural 
Net Network (ANN) using a genetic algorithm 
(GA). 

In [10], a new classification of NB (weighted NB) 
was proposed, with its application on detection 
of breast cancer submitted. Several tests on the 
weighted NB on the breast cancer database were 
conducted to evaluate its performance.  

III. PROPOSED METHODOLOGY 

 In this research, consider five steps in the 
detection of breast-cancer: pre-processing of the 
breast image, mass detection, extraction of 
features, generation of data and classification 
training. Delusions and increased contrast 
processes on the original mammograms have 
been used in breast image pre-processing to 
increase the difference between the masses and 
the surrounding tissue. The ROI is then located 
for mass detection. Then the ROI extracts 
features such as deep characteristics, 
morphological characteristics, textures and 
density characteristics. Each image from the 
breast image dataset with the extracted features 
and corresponding labels was trained by 
classifiers during the training process. Thus, the 
diagnosed mammograms can be identified by 
the well-trained classifications. Fig. 1 presents 
the flow diagram of the entire diagnosis process. 

 

 
Figure 1. Flow digaram of Proposed Mass Detection Process. 
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3.1. Image Pre-processing 

 In order to avoid the effect of noise on the 
subsequent auxiliary diagnosis, the adaptive mean 
filter algorithm [11] is chosen to eliminate noise 
from the original mammogram. The main idea of 
this is to use a window with a fixed size which slides 
in the line direction to ascertain whether the noise 
is available in the window, calculating the mean, 
variance and spatial correlation values for each 
sliding window. If detect noise, start replacing the 
mean value of the pixel of the chosen window. In 
this work, an algorithm for improving the contrast 
between the suspected masses and the surrounding 
tissues has been employed. The key idea is to 
uniformly distribute the histogram of the original 
image. The gray scale of the picture is expanded 
following that process, while also improving the 
contrast and clarifying the details of the image. 

3.2. Mass Detection and extract ROI 

 Mass detection is intended to remove the 
mass area from normal tissues. The more precise 
the mass division is, the more precise the features 
extracted. A mass detection process based on deep 
features of sub-domain CNN and ELM is proposed 
in this paper. After pre-processing, the first step is 
to take ROI from the images. The ROI is then 
divided by sliding window into several unsurfacing 
sub-regions. Determine if all sub-regions have been 
crossed successfully. If it is yes, the deep 
characteristics of the sub-regions can be extracted, 
otherwise the deep characteristics of the sub-
regions will be clustered and the mass detection 
process will be completed. 

There are many 0 gray-value areas in 
mammography, which do not have an effect on 
breast-CAD. The mammographic area must be 
separated from the whole mammogram by ROI, in 
order to improve mammographic processing 
efficiency or ensure the precise monitoring 
diagnosis. A mass-recovery adaptive algorithm was 
used in this work to extract the region of breast 
mass. Explicitly, in a mammogram, all rows are 
scanned consecutively to discover the first nonzero 
pixel by means of abscissa signified as 𝑥𝑓𝑖𝑟𝑠𝑡𝑎𝑏𝑠  and 

the last nonzero pixel with abscissa signified as 
𝑥𝑙𝑎𝑠𝑡𝑎𝑏𝑠), then all columns are formerly scanned 
sequentially to find the first nonzero pixel through 
ordinate denoted as 𝑦𝑓𝑖𝑟𝑠𝑡𝑜𝑟𝑑  and the last nonzero 

pixel (with ordinate denoted as 𝑦𝑙𝑎𝑠𝑡𝑜𝑟𝑑).  

In this part, a method to distribute the ROI into 
several non-overlapping sub-regions is planned. 
The searching area to manage the masses from the 
ROI is unchanging in a rectangular area 
[𝑥𝑓𝑖𝑟𝑠𝑡𝑎𝑏𝑠 , 𝑥𝑙𝑎𝑠𝑡𝑎𝑏𝑠 , 𝑦𝑓𝑖𝑟𝑠𝑡𝑜𝑟𝑑 , 𝑦𝑙𝑎𝑠𝑡𝑜𝑟𝑑], wherever the 

length of the searching rectangular is 𝐿 = 𝑥𝑙𝑎𝑠𝑡𝑎𝑏𝑠 −
𝑥𝑓𝑖𝑟𝑠𝑡𝑎𝑏𝑠  and width is 𝑊 = 𝑦𝑙𝑎𝑠𝑡𝑜𝑟𝑑 − 𝑦𝑓𝑖𝑟𝑠𝑡𝑜𝑟𝑑. The 

rectangular penetrating area is segmented by means 

of a sliding window with length w and width ℎ (𝐿 ≥
 𝑙, 𝑊 ≥ 𝑤). In the rectangular searching area (𝐿 × 𝑊 
), the sliding window (l×w) is enthused with a 
certain step size, negotiating the searching area 
deprived of crossing the ROI boundary. 
Consequently, the ROI is alienated into several 
equal size (l×w), non-overlapping sub-regions and 
such sub-regions will help as the foundation for 
subsequent feature extraction. In this work, the size 
of the sliding window is fixed as 48×48 and the 
searching step size is equal to 48. In conclusion, the 
ROI has been alienated into 𝑁 non-overlapping sub-
region such as (𝑠1, 𝑠2, … , 𝑠𝑁). 

3.3. Extract Deep Features Using CNN 

 This work uses CNN to extract deep 
characteristics from the sub-regions of ROI. The 
CNN input is a sub-regional image of 48 bis48 
dimensions which is taken from previous steps. The 
first coalescing layer filters 48×48×3 images input 
to 12 kernels size 9×9 and receives a 40×40×12 
output. 

𝐶𝑜𝑛𝑣(𝑖,𝑗)
𝑘 = ∑ 𝑊𝑘,𝑙(𝑢, 𝑣) ∙ 𝑖𝑛𝑝𝑢𝑡𝑗(𝑖 − 𝑢, 𝑗 − 𝑣) +𝑢,𝑣

𝑏𝑘,𝑙      (1) 

where 𝑊𝑘,𝑙 signifies the weight of the k th kernel and 
𝑏𝑘,𝑙 signifies the bias of k th layer. The activation 
value is controlled in the range [-1,1] using tanh as 
the activation function.  

𝑂𝑢𝑡𝑝𝑢𝑡(𝑖,𝑗)
𝑘 = tanh(𝐶𝑜𝑛𝑣(𝑖,𝑗)

𝑘 )    (2) 

The output of the first convolution layer is related 
with a max-pooling layer. At that point the second 
and third convolution/max-pooling layer are linked 
to one another until take the output with size 2 × 2 
×6. The fully-connected layer has 2 × 2 × 6 = 24 
neurons which are the features for the next 
clustering analysis. 

3.4. Clustering Deep Features Using MRELM 

The MRELM algorithm in this section is used to 
cluster deep characteristics extracted from the 
previous CNN architecture. There are two cluster 
numbers and sub-regional features are divided into 
two categories: suspect mass areas and 
unsuspecting mass areas. The effect of supervised 
learning on the model cannot satisfy the demand 
when the volume of data is small. Semi-controlled 
learning is therefore used to improve the effect, but 
can also accomplish certain tasks of clustering. The 
ERELM algorithm is a semi-supervised learning 
algorithm, so that the internal relationships of 
structure between the unlabeled data set can be 
identified. 

The input is the deeper matrix X of the algorithm 
and the output is the cluster results of the feature. 
In particular, Laplacian operator LO was first built 
from the X training set, followed by the random 
generation of a cloaked layer neuron output matrix. 
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In particular, Laplacian L operator is first 
constructed from the training set X, followed by a 
randomly generated hidden layer neuron output 
matrix. If the number of hidden neuron is less than 
the number of input neuron, we use eq.(3) in the 
calculation of output weight 

min
𝛽∈𝑅𝑛ℎ×𝑛0

‖𝓌‖2 +  𝜆𝑇𝑟(𝛽𝑇𝐻𝑇𝐿𝑂𝑊𝓌)  (3) 

where 𝓌   represents the weights between hidden 
layer and output layer. Then, use the equation 
(𝐼0 + 𝑙𝐻𝑇𝐿𝐻)𝑣 = 𝛾𝐻𝑇𝐻𝑣 to compute output 
weights. After that, compute the embedding matrix 
and use k-means algorithm clustering N points into 
K categories.  

3.5. Modified Recurrent Extreme Learning 

Machine with ABC 

 A new medical diagnostic framework 
MRELM-ABC, consisting of two main phases, has 
been suggested for this study. The first stage is to 
search for the best feature combo in the medical 
data by using ABC to filter out redundant and 
insignificant information. Three steps are the basis 
of the proposed procedure: 

Step1: Optimal network parameter, such as 
network approximation feature, will be finalized, as 
will neuron and context neurons no. For the first 
time, ABC learning algorithms have been used in 
combination with the RELM to optimize weights 
and biases to enhance forecast accuracy. 

Step 2: ERELM accuracy of forecasts is calculated 
using the fitness feature for ABC, RMSE for MAE 
and MSE measurement as shown below is 
calculated as proposed technology. 

𝑀𝑆𝐸 =
∑ [𝑎(𝑡)−𝑝(𝑡)]2𝑁

𝑡=1

𝑁
   (4) 

𝑅𝑀𝑆𝐸 = √∑ [𝑎(𝑡)−𝑝(𝑡)]2𝑁
𝑡=1

𝑁
   (5) 

𝑀𝐴𝐸 = ∑ [𝑎(𝑡) − 𝑝(𝑡)]2𝑁
𝑡=1   (6) 

Where 𝑡 is current iteration, 𝑁 indicates number of 
iamgess, 𝑎 is actual value and 𝑝 is predicted value. 
Weights are optimized in the work using ABC 
technology when search algorithms with network 
structure and learning rate are given input data. 
ABC searches for the best weight and bias value. 

 
Figure 1. Flow digaram of Proposed Mass Detection Process. 
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parameter setup insensitive. In this piece, MRELM 
was used to obtain benign and malignant diagnostic 
results for breast cancer. 

IV. EXPERIMENTAL RESULTS AND 
DISCUSSION 

  The performance of the proposed MRELM-
ABC is evaluated in this section, and the 
performance results are compared with existing 
SVM [6], SVM-FCMNN [8] and weighted NB [10] 
image compression schemes. The Lung Image 
Database Consortium image database (LIDC-IDRI) 
in real time consists of diagnostic and lung cancer 
screening thoracic computed tomography (CT) 
scans of annotated marked-up lesions. Seven 
academic centers and eight medical imaging 
companies partnered to create this collection of data 
that contains 1018 cases. That subject contains 
images from a clinical thoracic CT scan and an 
accompanying XML file that documents the 
findings of four experienced thoracic radiologists 
conducting a two-phase image annotation 
procedure. The figures given below show that the 
device proposed has achieved better performance in 
terms of precision, f-measurement, recall and 
accuracy.  

Precision: It reflects the proportion of positive 
samples correctly classified as expected in equation 
(6): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
   (6) 

Recall: The recall of a classifier reflects the positive 
samples properly assigned to the total number of 
positive samples and is calculated as in equation (7): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (7) 

F-measure: this is also referred to as F 1-score, 
and as in equation (8) is the harmonic mean of 
precision and recall: 

 (8): 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗(𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (8) 

Accuracy: This is one of the most frequently used 
performance classification measures and is defined 
as a ratio between the correctly classified samples 
and the total number of samples as in equation (9): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (9) 

Where true positive (TP) samples are properly 
classified as natural, false positive (FP) samples are 
incorrectly classified as irregular, True negative 
(TN) samples are properly classified as irregular, 
and false negatives (FN) are incorrectly classified as 
natural. 

 

 

4.1. Precision Rate comparison 

 

Figure 4. Representation of Precision Comparison 

From the above Figure 4, the graph shows how 
accurate the number of images in the specified 
datasets is compared. These methods are 
implemented as SVM, SVM-FCMNN, weighted NB, 
and MRELM-ABC. When the number of records 
increases according to the precision value. From 
this graph, it is learned that the proposed MRELM-
ABC offers 94% higher precision than previous 
methods that yield better results in the classification 
of Breast cancer mass due to prior segmentation of 
the Breast cancer mass using k-means technique. 
The numerical results of Precision Comparison is 
shown in Table 1. 

Table 1. The numerical results of Precision Comparison 

No.of 
images 

SVM 
SVM-

FCMNN 
weighted 

NB 
MRELM-

ABC 

50 80 82 85 87 

100 82 85 86 90 

150 83 87 89 92 

200 87 89 90 93 

250 90 91 92 94 

4.2. Recall comparison 

 

Figure 5. Representation of Recall Comparison 
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From the above Figure 5 the graph illustrates the 
recall relation for the number of images in the listed 
datasets. These methods are implemented as SVM, 
SVM-FCMNN, weighted NB, and MRELM-ABC. 
Increasing the number of photographs often 
increases the correct value for the recall. Through 
this graph, it is discovered that the current 
MRELM-ABC offers recall 94% higher than 
previous methods. The explanation for this is that 
the MRELM-ABC extracts the features directly 
which will enhance the Breast cancer classification 
tests. The numerical results of Recall Comparison is 
shown in Table 2. 

Table 2. The numerical results of Recall Comparison 

No.of 
images 

SVM 
SVM-

FCMNN 
weighted 

NB 
MRELM-

ABC 

50 83 85 87 89 

100 84 87 89 90 

150 85 88 90 91 

200 86 90 91 92 

250 89 91 93 94 

4.3. F-measure Rate comparison 

 

Figure 6. Representation of F-measure Comparison 

From the above Figure 6, the graph explains the f-
measure relation for the number of images in the 
given datasets. These methods are implemented as 
SVM, SVM-FCMNN, weighted NB, and MRELM-
ABC. When the number of data is increased, and the 
f-measure value is increased accordingly. From this 
graph it is learned that the proposed MRELM-ABC 
offers 95% higher f-measurement than previous 
methods.  

 

Therefore the proposed MRELM-ABC algorithm is 
stronger than the current algorithms in terms of 
better performance of classifying Breast cancer. The 
numerical results of F-measure Comparison is 
shown in Table 3. 

 

 

Table 3. The numerical results of F-measure Comparison 

No.of 
images 

SVM 
SVM-

FCMNN 
weighted 

NB 
MRELM-

ABC 

50 75 85 89 90 

100 77 87 90 91 

150 79 88 91 93 

200 80 89 92 94 

250 85 90 93 95 

4.4. Accuracy comparison 

 

Figure 7. Representation of Accuracy Comparison 

From the above Figure 7 the diagram illustrates the 
processing time relation for the number of images 
in the specified datasets. These methods are 
implemented as SVM, SVM-FCMNN, weighted NB, 
and MRELM-ABC. From this graph it is known that 
the proposed MRELM-ABC algorithm is higher 
than the existing algorithms with a high precision 
rate of 97% in terms of better template matching 
results. This is due to the automatic extraction of the 
features using CNN in the MRELM-ABC 
classification algorithm, which increases the 
classification precision resulting in Breast cancer. 
The numerical results of Accuracy Comparison is 
shown in Table 4. 

Table 4. The numerical results of Accuracy Comparison 

No.of 
images 

SVM 
SVM-

FCMNN 
weighted 

NB 
MRELM-

ABC 

50 90 91 91 92 

100 91 92 92 93 

150 92 93 94 94 

200 93 94 95 95 

250 94 95 96 97 

V. CONCLUSION AND FUTURE 
WORK 

This work suggested a CAD breast based on deep 
fusion characteristics. The principal idea is the 
application to two phases of mass detection and 
mass diagnosis deep CNN extracted features. A 
method based on deep sub-domain CNN 
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characteristics and clustering is developed at the 
stage of mass detection. A MRELM-ABC classifier is 
used to classify the benign and malignant breast 
masses with a fused characteristic set which 
combines deep characteristics, morphological 
characteristics, texture characteristics, and density 
characteristics. In breast CAD, diagnostic accuracy 
is determined by the choice of characteristics. The 
classifier is used to classify the benign and 
malignant of the breast mass after the 
characteristics have been extracted. MRELM is 
selected as the classifier in this work, which has a 
better effect on multi-dimensional classification. In 
future work the proposed methodology will be 
applied to more practical issues and will plan the 
parallel implementation of the soft computing 
method using high performance tools. 
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Face Recognition Framework based on 
Convolution Neural Network with modified Long 
Short Term memory Method 

 
 
 
 

 

Abstract: For real-world applications, such as video monitoring, interaction between human 

machines and safety systems, face recognition is very critical. Deep learning approaches have 

demonstrated better results in terms of precision and processing speed in image recognition 

compared to conventional methods. In comparison to traditional methods. While facial detection 

problems with different commercial applications have been extensively studied for several decades, 

they still face problems with many specific scenarios, due to various problems such as severe facial 

occlusions, very low resolutions, intense lighting and exceptional changes in image or video 

compression artifacts, etc. The aim of this work is to robustly solve the issues listed above with a 

facial detection approach called Convolution Neural Network with Long short-term Model (CNN-

mLSTM). This method first flattened the original frame, calculating the gradient image with 

Gaussian filter. The edge detection algorithm Canny-Kirsch Method will then be used to identify edge 

of the human face. The experimental findings suggest that the technique proposed exceeds the 

current modern methods of face detection.  

Keywords: Brain tumor, Computer-Aided Diagnosis, Deep Learning, Fusion Feature, 

Recurrent Extreme Learning Machine, Artificial Bee Colony. 

 

I. INTRODUCTION 

ace recognition is the mechanism by 
which the vision system identifies a 
particular person's face. Due to its use in 
surveillance systems, access control, 
video monitoring, business areas and also 
in social networks such as Facebook it was 
a key tool for human-computer 

interaction. Face recognition has once again 
gained attention since the rapid growth of 
artificial intelligence due to its non-intrusive 
nature and because it is the predominant way to 
recognize individuals by contrasting them with 
other forms of biometric techniques. Without 
the awareness of the subject individual in an 
unregulated setting, face recognition can be 
easily verified. When investigating the history of 
face recognition, several academic papers have 
studied it[1]. Traditional approaches focused on 
superficial learning face challenges such as pose 
variation, facets, scene lighting, image context 
ambiguity, and changes in facial expression as in 
references [2]. Shallow learning methods use 
only certain basic image features to extract 

sample functions and rely on artificial 
experience. 

Deep learning will extract more complex facial 
characteristics [3]. Deep learning makes 
significant strides in solving problems that have 
for many years been limiting the best efforts of 
the artificial intelligence community. It has 
proven excellent by exposing high-dimensional 
data tough structures and thus applies in many 
fields of science, industry and government. It 
tackles the question of learning hierarchical 
representation with one or more algorithms and 
has predominantly broken records in the fields 
of image recognition, natural language 
processing, semantic segmentation and a variety 
of other scenarios in the real world [5].  

Deep learning methods like CNN, the Stacked 
Autoencoder and the Deep Belief Network 
(DBN) are distinct. In image recognition and 
facial recognition, CNN is also used. CNN is a 
type of artificial neural networks which use the 
convergence methodology to extract the input 
data features to increase features. Furthermore, 
the use of computer vision approaches has 
increased through CNN's use in the resolution of 

F 
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many other computer vision activities, such as 
object detection and identification, 
segmentation, optical character recognition , 
facial expression analyzes, age estimates, and so 
on.  

The effect of that is to reduce the memory needs 
and to reduce correspondingly the number of 
parameters to be learned. This increases the 
efficiency of the algorithm. At the same time, the 
images must be preprocessed or derived from 
other computer algorithms. Such operations, 
however, are rarely required for CNN processing 
images. It’s another algorithm that can’t learn by 
computer. In-depth research still exists several 
limitations. For this purpose, Convolutional 
Neural Network with Long Short Term (CNN-
mLSTM) changed memory was proposed. The 
original image was initially smoothed with a 
Gaussian filter during the preprocessation step, 
and its gradient value was measured. The edge 
detection algorithm Canny-Kirsch Method is 
then used to detect edge of the human face. After 
this function is extracted using a self-Residual 
Attention-based Network (SRANet), the device 
collects the global dependencies of spatial and 
channel dimensions for discriminatory facial 
feature integration. 

The structuring of the rest of paper is as follows: 
In Section 2, discuss existing face recognition 
methods. Section 3 describes the proposed 
methodology. Section 4 describes the results and 
discussion; in Section 5, conclude the paper and 
define the future work.  

II. RELATED WORK 

An inherent correlation between 
detection and augmentation is proposed 
under the deep cascading multifunction 
system in [6] to improve their 
performance. We exploit a cascaded 
architecture with three stages in which 
deep convolutional neural networks are 
deliberately created to roughly forecast 
the face and landmark. 

A CNN cascade multi-task system [7] that 
contains both tasks. We show that multi-task 
face recognition learning and the head pose 
estimation helps obtain more representative 
characteristics. 

For face detection, [8] is proposed based on skin 
color segmentation and facial properties. An 
Algorithm is a competent analytical tool to 
evaluate different color patterns such as RGB, 
YcbCr, and HSV, as well as their skin color 
detection combinations. 

In [9] a new approach called the algorithm DP-
Adaboost proposed for the detection of the 
human face and the improvement of the right 

rate of detection. The multi-angle face is 
identified by an enhanced Adaboost algorithm 
with the combination of a frontal face grader and 
a profile face grader. 

The architecture in cascading with three phases 
carefully designed [10] to forecast the presence 
of faces, based on deep convolutional networks. 
In [11] an important facial recognition system 
has been developed to index a specific face from 
various video images. The classifier used is the 
enhanced neural grid that optimizes weight 
factors with the modified cuckoo search 
algorithm.  

 

III. PROPOSED METHODOLOGY 

This research proposes a facial recognition 
system with modified Long Short Term (CNN-
mLSTM) memory from the 
Convolutional Neuronal Network. The 
architectural structure is of three layers and 
recognizes all picture regions containing images. 
The face detection is an automated face 
reconnaissance device pre-processing level. In 
the first step, Retinex adaptive filter is used for 
improving the image to eliminate unnecessary 
noise. At the next level, a Canny-Kirsch Method 
edge detection is performed on the face edge and 
functional extraction takes place using SCA and 
SSA. The CNN-mLSTM then classifies the 
unknown class or class that is not face to face as 
either face to face or non-face. The block 
diagram of the proposed CNN-mLSTM based 
face recognition is illustrated in Figure 1. 

 

3.1. Input database 

The database was established in February 2002 
at the IIT Kanpur campus. There are forty 
subjects, and 11 different images per subject. 
Few more photos are included for certain 
subjects. All pictures are brightly homogeneous 
at the backdrop. The subjects are frontally 
straight. The pictures had been in JPEG format. 
Each image has a resolution of 640x480, with 
256 gray per pixel. The male and female images 
have been put in two principal folders. Every 
subject has eleven distinct images in both 
folders. Database are variations based on 
orientation and emotion. 
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Figure 1. Flow diagram of Proposed Face detection. 

3.2. Image Pre-processing Step 

In pre-processing of images, since the various 
conditions, such as the different sources, can 
affect the final result. The proposed system would 
change the facial expression luminous intensity to 
be registered in the picture files. Higher pixel 
interval brightness to calculate the mean in this 
image, and used this average value as a reference 
and calculation in equation (1 & 2); 

𝑅𝑎 =
∑ max 𝑁𝑅

𝑛
1

𝑛
, 𝐺𝑎 =

∑ max 𝑁𝐺
𝑛
1

𝑛
, 𝐵𝑎

=
∑ max 𝑁𝐵

𝑛
1

𝑛
 

 

 

(1) 

𝑅′ =
255

𝑅𝑎

∗ 𝑁𝑅 , 𝐺′ =
255

𝐺𝑎

∗ 𝑁𝐺 , 𝐵′

=
255

𝐵𝑎

∗ 𝑁𝐵 

 

(2) 

Adjustments of the original picture pixel based on 
mean values. Where 𝑁𝑅, 𝑁𝐺  and 𝑁𝐵 represent pixel 
values of the original image. In the color channel 
interval of n, R, G and B represent the average 
value of a pixel, and here 𝑛 represent the total 
number of pixels to obtain a brightness range, and 
represent pixel values after the configuration. This 
pre-processing image is used to change the low 
light images. 

3.3. Image Enhancement using Retinex-

based adaptive filter 

Retinex based adaptive filter is a proposed 
framework for enhancing color images in this 
segment. This system can be used to improve 
conventional 24-bit images as well as to compress 
high dynamic range images generated from raw 
format or multiple exposure techniques that are 
linear RGB images. Let Retinex theory describe 
the portion of luminance treated as: 

𝑅𝑒𝑡𝑖𝑛𝑒𝑥𝑌

= log10(𝐼𝑌
′ ) − log10(𝑚𝑎𝑠𝑘) 

(3) 

Where log10(𝐼𝑌
′ ) is the 𝑌 portion of the non-linear 

RGB image I and translated to the color space of 
YcbCr. The last term mask, is a matrix 
representing the weighted average of its 
surrounding for each pixel. A significant factor is 
how you describe this surrounding and its 
corresponding weights. A traditional approach is 
to define the mask with a filter conveying the 
color. 

𝑚𝑎𝑠𝑘 = 𝐼𝑌
′ ∗ LP𝐹                   (4) 

Where LPF is a circularly symmetric low-pass 
filter that is strictly defined by a 1-dimensional 
function rotated around the z axis and the 1-
dimensional curve is typically defined by a simple 
Gauussian or Gauussian function composition. 
The 1-dimensional radial function is a Gaussian 
curve, whose spatial constant varies depending on 
the local contrast of the face image. The spatial 
constant is given by equation (5) with an initial 
value ÿ. If a strongly contrasted edge is marked 
along the radius, there will be 8 divided into 𝜎. 

Input image
Image pre-
processing

Image 
Enhancement using 

Retinex-based 
adaptive filter 

Face edge detection 
using Canny-Kirsch 

Method edge 

Face feature 
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CNN based SCA and 
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𝜎 =
𝑟𝑚𝑎𝑥

8
, 𝑤ℎ𝑒𝑟𝑒 max(𝐼𝑠𝑖𝑧𝑒)

= 𝑟𝑚𝑎𝑥  

(5) 

Although the weights and support of the filter are 
modified for each pixel, the mask is determined 
sequentially pixel after pixel and mask(x, y) is the 
weighted sum of elements in the Coordinate(x, y) 
pixel surround. 

𝑚𝑎𝑠𝑘(𝑥, 𝑦)

= ∫ ∫ 𝐼𝑌(𝑥 + cos 𝜃), 𝑦

𝑟𝑚𝑎𝑥

𝑟=0

360

𝜃=0

+ sin(𝜃)𝑒
−

𝑟2

𝜎2 

(6) 

Where 𝜎 is the Gaussian spatial constant which 
varies in the direction of radius. In this way, the 

support of the filter follows essentially the high 
contrast facial edges of the image. Using the 
Kirsch edge detector these face edges are detected. 

3.4. Face Feature Extraction and recognition 

using CNN 

A face recognition method based on CNN-CEC-
LSTM is proposed in this section. And the network 
used here consists of nine layers. These layers 
contains convolution layers, pooling layers, full-
connected layers and Softmax regression layer. 
The convolution layers and the pooling layers are 
used for feature extraction followed by full-
connected layers, and the last layer uses a CEC-
LSTM classifier with strong non-linear 
classification capability. The CNN based feature 
extraction is illustrated in Figure 4. 

 

 
Figure 1. Typical convolutional network architecture for feature extraction 

CNN comprises three types of layers: input, 
convolution, and pooling, and layers which are fully 
connected. In the input layer, the obtained 
information consists of multiple image sequences 
{𝐼1,  𝐼2, … ,  𝐼𝑛}, which consist of the dataset indicator 
diagram. Built on the original CNN architectures, 
add attention modules to each of the ResNet 
structure’s residual bottlenecks to get a refined face 
function. In particular, the proposed attention 
module consists of two blocks called the self-
residual channel attention module and the self-
residual spatial attention module, which 
sequentially learns the channel relationship matrix 
and spatial relationship matrix, and then achieves 
the refined function by multiplication of matrixes. 

For instance, assumed an intermediate feature map 
FM, the channel refined feature FC and the spatially 
refined feature FS can be sequentially obtained. 
Moreover, it argues that the features derived from 
the global average pooling layer are not adequately 
inclusive for deep face recognition, so instead, use a 
completely linked layer. With the above 
modifications, the information redundancy 
between channels can be reduced as well as the most 
important part of face images can be learnt. At last, 
the refined function can be obtained by residual 
shortcut learning. The function vectors received will 
then be fed to the sequential sheet. To capture long 

distance dependency, mLSTM for vector 
composition is inserted into the sequential layer. 

3.5. Modified Long Short Term Memory 

(mLSTM) for Face Recognition 

Recurrent Neural Network (RNN) is an enhanced 
version of LSTM. Instead of traditional simple RNN 
modules, LSTM implements memory blocks to 
tackle the issue of the gradient vanishing and 
bursting. LSTMs are also better able to manage long 
term dependencies than conventional RNNs. This 
means that LSTMs can recall and relate past 
knowledge to the present (which actually lags very 
far back in time as opposed to the present). A 
memory block in LSTM is a complex processing 
unit, which consists of one or more memory cells. A 
pair of multiplicative gates are being used as 
gateway for input and output. A collection of 
adaptive, multiplicative gates regulates the full 
operations of a memory block. The output of the 
input gate makes or discards activity for the input 
flow to a memory cell from a cell activation.  

The efficiency of the output gate makes or discards 
operation to other nodes for an output state of a 
memory cell. Forgetting gate and peephole 
connections were integrated into the current LSTM 
network as research on LSTM progressed. Instead 
of the Persistent error carousel (CEC), the Forget 
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gate is used. The forget gate allows to forget or reset 
a memory cell’s states. The peephole connections 
are made to all of its gates from a memory cell. They 
study both the exact timing of the outputs and the 
internal state of a memory cell. The mLSTM 
function is as follows. 

CNN’s features input sequence is fed into the 
mLSTM architecture. In the recurrent hidden layer 
(h) of LSTM architecture, the output sequence of 
continuous write, read, and reset operations by 
three multiplicative units (input (i), output (o), and 
forget gate (f)) on the memory cell (c) is calculated 
iteratively from 𝑗 =  1,2, … , 𝑗 + 1. The sequence of 
operations taking place in mLSTMs at time step 𝑗 
can be fleetingly signified by the below equation (7).  

𝑖𝑡 = 𝜎(𝑤𝑥𝑖𝑥𝑗 + 𝑤ℎ𝑖ℎ𝑗−1 + 𝑤𝑐𝑖𝑐𝑗−1 + 𝑏𝑖) 

𝑓𝑗 = 𝜎(𝑤𝑥𝑓𝑥𝑗 + 𝑤𝑐𝑓ℎ𝑗−1 + 𝑤𝑐𝑓𝑐𝑗−1 + 𝑏𝑓) 

𝑐𝑗 = 𝑓𝑗⨀𝑐𝑗−1 + 𝑖𝑗⨀ tan ℎ(𝑤𝑥𝑐𝑥𝑗

+ 𝑤ℎ𝑐ℎ𝑗−1 + 𝑏𝑐)   

𝑜𝑗 = 𝜎(𝑤𝑥𝑜𝑥𝑗 + 𝑤𝑐𝑜ℎ𝑗−1 + 𝑤𝑐𝑜𝑐𝑗−1 + 𝑏𝑜) 

ℎ𝑗 = 𝑜𝑗⨀tanh(𝑐𝑗) 

𝑦𝑗 = 𝑤𝑦ℎℎ𝑗 + 𝑏𝑦 

(8) 

Where ⨀ remains the scalar product of two vectors 
and 𝜎() means the standard logistics sigmoid 
function defined as follows (9) 

𝜎(𝑥) =
1

1 + 𝑒−𝑥
 

(9) 

At this time weight matrices denoted as 𝑤 
and bias vectors 𝑏 are used to build connections bet
ween the input layer, output layer and 
memory block. CNN in this CNN-mLSTM consists 
only of layer convolution and layer maxpooling. The 
maxpooling layer output is transmitted to the 
subsequent LSTM layer. 

𝑦𝑗  =  𝐶𝑁𝑁(𝑥𝑖)   (10) 

Here 𝑥𝑖 remains the initial input vector to the CNN 
network with the class label and 𝑦𝑗 stands the output 

of the CNN network to be nourished to the next 
mLSTM network  𝑥𝑖 the feature vector fashioned 
from the max-pooling operation in CNN. Learning 
about the long-range temporal dependencies is fed 
to the mLSTM. 

IV. EXPERIMENTAL RESULTS AND 
DISCUSSION 

  The performance of the proposed CNN-
mLSTM is evaluated in this section, and the 
performance results are compared with existing 
CNN [7], DP-Adaboost [9] and improved neural 
network [11] face detection schemes. The facts given 

below show that the device proposed has achieved 
better performance in terms of precision, f-
measurement, recall and accuracy.  

Precision: It reflects the proportion of positive 
samples correctly classified as expected in equation 
(6): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
   (11) 

Recall: The recall of a classifier reflects the positive 
samples properly assigned to the total number of 
positive samples and is calculated as in equation 
(12): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (12) 

F-measure: this is also referred to as F 1-score, 
and as in equation (13) is the harmonic mean of 
precision and recall: 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗(𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (13) 

Accuracy: This is one of the most frequently used 
performance classification measures and is defined 
as a ratio between the correctly classified samples 
and the total number of samples as in equation (14): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (14) 

Where true positive (TP) samples are properly 
classified faces, false positive (FP) samples are 
incorrectly classified correctly, True negative (TN) 
samples are not properly classified, and false 
negatives (FN) are incorrectly classified faces. 

4.1. Precision Rate comparison 

 

Figure 4. Representation of Precision Comparison 

From the above Figure 4, the graph shows how 
accurate the number of images in the specified 
datasets is compared. These methods are 
implemented as CNN, DP-Adaboost, improved 
neural network and CNN-mLSTM. When the 
number of records increases according to the 
precision value. From this graph, it is learned that 
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the proposed CNN-mLSTM offers 95% higher 
precision than previous methods that yield better 
results in the detection of face. The numerical 
results of Precision Comparison is shown in Table 1. 

Table 1. The numerical results of Precision Comparison 

No.of 
image

s 

CN
N 

DP-
Adaboos

t 

improve
d neural 
network 

CNN-
mLST

M 

20 82 82 85 87 

40 83 85 86 90 

60 84 87 89 92 

80 87 89 90 93 

100 90 91 92 95 

4.2. Recall comparison 

 

Figure 5. Representation of Recall Comparison 

From the above Figure 5 the graph illustrates the 
recall relation for the number of images in the listed 
datasets. These methods are implemented as CNN, 
DP-Adaboost, improved neural network and CNN-
mLSTM. Increasing the number of images often 
increases the correct value for the recall. Through 
this graph, it is discovered that the current CNN-
mLSTM offers recall 94% higher than previous 
methods. The explanation for this is that the CNN-
mLSTMextracts the features directly which will 
enhance the face detection results. The numerical 
results of Recall Comparison is shown in Table 2. 

Table 2. The numerical results of Recall Comparison 

No.of 
image

s 

CN
N 

DP-
Adaboos

t 

improve
d neural 
network 

CNN-
mLST

M 

20 83 85 87 89 

40 85 87 88 90 

60 87 88 89 91 

80 89 90 91 92 

100 90 91 93 94 

4.3. F-measure Rate comparison 

 

Figure 6. Representation of F-measure Comparison 

From the above Figure 6, the graph explains the f-
measure relation for the number of images in the 
given datasets. These methods are implemented as 
CNN, DP-Adaboost, improved neural network and 
CNN-mLSTM. When the number of data is 
increased, and the f-measure value is increased 
accordingly. From this graph it is learned that the 
proposed CNN-mLSTM offers 95% higher f-
measure than previous methods. Therefore the 
proposed CNN-mLSTM algorithm is stronger than 
the current algorithms in terms of better 
performance of classifying face. The numerical 
results of F-measure Comparison is shown in Table 
3. 

Table 3. The numerical results of F-measure Comparison 

No.of 
image

s 

CN
N 

DP-
Adaboos

t 

improve
d neural 
network 

CNN-
mLST

M 

20 83 85 87 90 

40 84 87 89 91 

60 85 88 91 93 

80 87 89 92 94 

100 89 90 93 95 

4.4. Accuracy comparison 

From the above Figure 7 the diagram illustrates the 
processing time relation for the number of images 
in the specified datasets. These methods are 
implemented as CNN, DP-Adaboost, improved 
neural network and CNN-mLSTM. From this graph 
it is known that the proposed CNN-mLSTM 
algorithm is higher than the existing algorithms 
with a high precision rate of 96% in terms of better 
template matching results. 
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Figure 7. Representation of Accuracy Comparison 

This is due to the automatic extraction of the 
features using CNN in the CNN-mLSTM 
classification algorithm, which increases the 
classification precision resulting in Brain tumour. 
The numerical results of Accuracy Comparison is 
shown in Table 4. 

Table 4. The numerical results of Accuracy Comparison 

No.of 
images 

CNN 
DP-

Adaboost 

improved 
neural 

network 

CNN-
mLSTM 

20 85 89 90 92 

40 89 90 91 93 

60 91 91 92 94 

80 92 93 94 95 

100 93 94 95 96 

V. CONCLUSION AND FUTURE 
WORK 

In this work, face recognition is done using 
proposed CNN-mLSTM. The overall performances 
were obtained using the different number of 
training images and test images. Initially, after the 
pre-processing the Retinex-based adaptive filter is 
applied to enhance the face images. The 
convolutional neural networks achieve the best 
results of feature extraction so far. This work 
proposed to use a LSTM network and compare its 
performance with a standard MLP network for face 
classification problems. The mLSTM network 
presented for face recognition which can attain 
better performance in terms of correct classification 
rates in all the three proposed face classification 
tasks, showing that it is a powerful tool in face 
recognition applications, even if dealing with a 
reduced training set. The CNN-mLSTM achieves a 
much better recognition performance than the 
conventional schemes such as CNN, DP-Adaboost 
and improved neural network. The proposed system 
can be extended by using the classifiers like deep 
learning with the various optimization schemes like, 
genetic algorithm etc. 
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Performance Analysis of Deep Belief Neural 
Network for Brain Tumor Classification 

 
 
 
 

 

Abstract: The brain tumors are by far the most severe and violent disease, contributing to the 

highest degree of a very low life expectancy. Therefore, recovery preparation is a crucial step in 

improving patient quality of life. In general , different imaging techniques such as computed 

tomography ( CT), magnetic resonance imaging ( MRI) and ultrasound imaging have been used to 

examine the tumor in the brain, lung , liver, breast , prostate ... etc. MRI images are especially used 

in this research to diagnose tumor within the brain with classification results. The massive amount 

of data produced by the MRI scan, therefore, destroys the manual classification of tumor vs. non-

tumor in a given period. However for a limited number of images, it is presented with some constraint 

that is precise quantitative measurements. Consequently, a trustworthy and automated classification 

scheme is important for preventing human death rates. The automatic classification of brain tumors 

is a very challenging task in broad spatial and structural heterogeneity of the surrounding brain 

tumor area. Automatic brain tumor identification is suggested in this research by the use of the 

classification with Deep Belief Network (DBN). Experimental results show that the DBN archive rate 

with low complexity seems to be 97 % accurate compared to all other state of the art methods. 

Keywords: Magnetic Resonance Imaging, Brain tumor and Deep Belief Network . 

 

I. INTRODUCTION 

he incidence of central nervous system 
(CNS) tumors in India ranges from 5 to 10 
per 100,000 population with an 
increasing trend and accounts for 2% of 
malignancies [1]. Brain MRI image is 
mainly used to identify the process of 
modeling tumor and tumor progression. 

Such information is used mainly for procedures 
of tumor diagnosis and treatment. The MRI 
image contains more detail about the medical 
condition provided than the CT or ultrasound 
condition. The MRI image contains accurate 
brain structure and irregularity identification 
evidence in brain tissue. 

In addition, from the time when it became 
possible to scan and bring medical imagesto the 
machine, Scholars provided unlike automated 
methods for brain tumor detection and 
typecataloging using brain MRI imaging. In 
comparison, Neural Networks ( NN) and 
Support Vector Machine ( SVM) have been the 
most widely used approaches for their successful 
implementation over the last few years[2]. 

Even so recently, models of Deep Learning ( DL) 
set a compelling trend in machine learning as 
the massive underground architecture can 
effectively represent complex relationships 
without needing a large number of nodes, such 
as in the superficial architectures. K-Nearest 
Neighbor (KNN), and Vector Machine Support 
(SVM). As a result, they evolved rapidly to 
become the state of the art in areas such as 
medical image processing, medical informatics 
and bioinformatics, apart from in health 
informatics. 

This work proposes the DBN for the 
classification of brain tumors in MRI with this 
motivation. The proposed model to improve 
tumor and non-tumor detection rates with high 
accuracy. The primary contributions of this 
work are as follows: 

• It is the first systematic method for the 
classification of MRI brain tumors using 
new Deep Neural Belief (DBN) 
networks   

• Evaluation of the performance of the new 
framework demonstrating state-of-the-
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art output in contrast with current 
approaches. 

The rest of the paper is organised as follows. 
Section 2 deals with the classification of MRI 
brain tumor. Section 3 describes the methods 
proposed for defining the MRI brain tumor 
classification with DBN. Section 4 discusses the 
experimental findings. Section 5 includes the 
conclusion and prospective work. 

II. RELATED WORK 

 In a framework combined with a global 
probabilistic image model, local tissue intensity 
model and priors of the Markov Random 
Field[2] are introduced which may impede the 
automated methods of tissue classification in 
Brain IRM. A different method for the 
classification of MRI brain image is suggested by 
that of the integration of wavelet entropy-based 
web plots and probabilistic neural network. The 
two-stage classification process utilizes Spider 
Web Plots based on wavelets for the extraction 
of the characteristics and a probabilistic neural 
network for the classification[3]. 

The [4] fuzzy logic hybrid kernel has been 
created and applied for the automatic 
classification of four cancer types, including the 
meningioma, glioma, astrocytoma, and 
metastases called fuzzy logic hybrid kernel SVM, 
for the support of the Vector Machine. 

In [5] a two techniques fusion is employed to 
identify the imperatives in brain tumor, namely 
the Tolerance Rugh Set (TRS) and the 
FireflyAlgorithm (FA). With [6] a CAD system 
can be connected to a SVM classification using a 
quadratic kernel function to support radiologists 

in their diagnosis procedures through a series of 
pre-processing , segmentation and extraction 
steps. 

The self-organizing neural mapping network 
initiates [7] by training the features extracted 
from the discrete wavelet mixing wavelets and 
thus train the K-nearest neighbor in the filter 
factors and complete the testing process in two 
phases. 

In [8], a brain tumor segmentation and 
classification method for MRI scans was 
proposed. The integrated characteristics are 
subsequently provided in five classes to the 
random forest classifier. DBN is being used to 
classify brain tumor images of MRI in this 
proposed system.  

III. PROPOSED METHODOLOGY 

 This section presents the overall structure 
of the classification system for MRI brain 
tumors, and the architecture is shown in Figure 
1. The analysis and modeling is made up 
ofthree stages, namely pre-processing, 
extraction of features, and classification. The 
training brain MRI image is provided as input to 
the system during the training process and is 
subjected to all of the above listed steps. A 
classifier model is selected DBN, where the 
extracted features are used to train the classifier 
along with the class labels. The DBN classifier 
now recognizes the features of the test image and 
will allocate a class label to the test image as 
either 'tumor affected' or 'tumor unaffected' with 
the information it has already acquired during 
the training process.   

 
Figure 1. The architecture diagram of classification of MRI using DBN. 

3.1. Dataset Collection and Description  

 The data collection of brain tumors obtained 
from [7] contains 30,064 T1-weighted contrast-
enhanced images. The dataset is compiled from 233 
patients with three brain tumor types: meningioma 
(708 images), glioma (1426 images), and pituitary 
tumor (930 images). What file reserves a struct 
which comprises different image fields. The label (1 
for meningioma, 2 for glioma, 3 for pituitary 

tumor), PID (patient ID), image info, tumor border, 
and tumor mask are included.  

3.2. Image Preprocessing using CLAHE 

  The first phase in the method for classifying 
brain tumors in MRI is preprocessing. It 
preprocesses the input image in such a way that the 
output image shifts. For this work wiener filter 
Contrast Limited Adaptive Histogram Equalization 
(CLAHE) does not find the image in its entirety but 
separates it as tiles and improves the contrast of 

Image preprocssing CLAHE 

Classification using DBN

Performance comparison results
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each tile while enhancing the contrast of the whole 
image. Used for reducing noise effects in the image. 
The output is taken as the input to the CLAHE after 
applying wiener filter which is used to enhance the 
contrast of the given input image. CLAHE algorithm 
is prearranged as follows: 
Step 1: Read the input image.  
Step 2: Put on Wiener filter to remove noise.  
Step 3: Look after discover the number of 
frequencies for each pixel. 
Step4: The transformation function is calculated 
using probability density of the input MRI brain 
image grayscale significance is utilized for amend all 
histograms, where 𝑛 remains the total number of 
pixels in the input MRI brain image and 𝑛𝑗 stands 

the input pixel number of grayscale value 𝑗.  
Step 5: The grayscale values for the MRI-image are 
accustomed established on the effects of modified 
histograms besides bilinear interpolation actuality 
used modify the neighboring MRI-image.  
Step 6: The perseverance of histogram equalization 
mapping is to deliver input MRI brain image 
intensity values in such a way as to deliver an 
essentially uniform distribution of the histogram 
from the resulting images. The histogram of MRI 
brain image with gray levels in the assortment 
[0, 𝐿 − 1] is through  discrete function 𝑝(𝑔𝑟𝑎𝑦𝑘) =
𝑛×𝑘

𝑛
 somewhere 𝑔𝑟𝑎𝑦𝑘  remains the 𝑘th gray level, 

𝑛 × 𝑘 stands the number of pixels in MRI brain 
image with the gray level, here 𝑘 = 0, 1, 2, … , 𝐿 − 1. 
Mainly, 𝑝(𝑔𝑟𝑎𝑦𝑘) provides an evaluation of the 
occurrence probability of gray level in MRI brain 
image.  
Step 7: Display the enhanced MRI brain image.  

3.3. MRI brain tumor classification Using 

Deep Belief Networks  

Professor Geoffrey Hinton develops Deep Belief 
Networks (DBN) consisting of two distinct forms of 
neural networks-Belief Networks and Restricted 
Boltzmann Machines-to address the weakness of 
earlier neural networks. Here the emphasis was on 
the DBN-based improved Restricted Boltzmann 
Machines.  
 
Boltzmann System is a recurrent stochastic neural 
network with binary stochastic units and undirected 
edges between units. Unfortunately, Boltzmann 
machine learning is inefficient, and has a problem 
of scalability. This resulted in the implementation of 
Restricted Boltzmann Machine (RBM)[10], which 
has one layer of hidden units and limits relations 
between hidden units. It allows for more effective 
learning algorithms[11]. The RBM structure is 
shown in figure 2 below. 

 
Figure 2. The structure of RBM. 

As Deep Belief Networks (DBN) name indicates, it 
As the name of Deep Belief Networks (DBN) 
indicates, it is networks of multilayer beliefs[12]. 
That layer is Restricted Boltzmann Machine and are 
stacked to create DBN. The first step of training 
DBN is to use the Gaussian Bernoulli RBM 
algorithm to learn a layer of features from the visible 
units 8. Then the next step is to treat the activations 
of features previously trained as visible units and 
learn features in a second hidden layer.  
Eventually, when learning for the final secret layer 
is reached the entire DBN is trained. The Gaussian 
Bernoulli RBM is used, since the input data of the 
deep architecture are real values. It is composed of 
a visible layer, a hidden layer and a layer of output. 
The energy relationship can be written in equation 
(1-3) and the conditional probability distribution of:  

𝐸(𝑣, ℎ|𝜃) = ∑
(𝑣𝑖−𝑎𝑖)2

2𝜎𝑖
2

𝑉
𝑖=1 − ∑ 𝑏𝑗ℎ𝑗

𝑉
𝑖=1 −

∑ ∑
𝑣𝑖

𝜎𝑖

𝐻
𝑗=1

𝑉
𝑖=1 ℎ𝑗𝑤𝑖𝑗           (1) 

𝑝(ℎ𝑖|𝑣; 𝜃) = 𝛿(∑ 𝑤𝑖𝑗𝑣𝑖 + 𝑏𝑗
𝑉
𝑖=1 )         (2) 

𝑝(𝑣𝑖|ℎ; 𝜃) = 𝑁(𝜎𝑖 ∑ 𝑤𝑖𝑗ℎ𝑗 + 𝑎𝑖 ,
𝐻
𝑗=1 𝜎𝑖

2)        (3) 

where 𝜃 = (𝑤, 𝑎, 𝑏), 𝑤𝑖𝑗  is the connection weight 

between the visible unit 𝑣𝑖 and hidden unit ℎ𝑗, 𝑎𝑖 is 

the bias value of 𝑣𝑖, 𝑏𝑖 is the bias value of ℎ𝑗, 𝛿(𝑥) can 

be logistic function and 𝑁(𝜇, 𝜎𝑖
2) is the probability 

with the mean 𝜇 and variance  𝜎2. The flowchart of 
DBNs depth is given in Figure 3. 

 
Figure 3. Flowchart of DBNs  
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IV. EXPERIMENTAL RESULTS AND 
DISCUSSION 

 The performance of the proposed DBN is 
evaluated in this section, and the performance 

results are compared with existing probabilistic 
neural network [3], Fuzzy Logic-Based Hybrid 
Kernel SVM [4] and KNN [7] schemes. The 
performance measurement is done in terms of 
precision, f-measurement, recall and accuracy.  

Precision: It reflects the proportion of positive 
samples correctly classified as expected in equation 
(5): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
   (5) 

Recall: The recall of a classifier reflects the positive 
samples properly assigned to the total number of 
positive samples and is calculated as in equation 
(6): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (6) 

F-measure: this is also referred to as F 1-score, 
and as in equation (7) is the harmonic mean of 
precision and recall: 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗(𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (7) 

Accuracy: This is one of the most frequently used 
performance classification measures and is defined 
as a ratio between the correctly classified samples 
and the total number of samples as in equation (8): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (8) 

Where true positive (TP) samples are properly 
classified as no tumor, false positive (FP) samples 
are incorrectly classified as tumor, True negative 
(TN) samples are properly classified as tumor, and 
false negatives (FN) are incorrectly classified as 
tumor. 

4.1. Precision Rate comparison 

 

Figure 4. Representation of Precision Comparison 

From the above Figure 4, the graph shows how 
accurate the number of images in the specified 
datasets is compared. These methods are 
implemented as probabilistic neural network, Fuzzy 
Logic-Based Hybrid Kernel SVM, KNN and DBN. 
When the number of records increases according to 
the precision value, from this graph, it is learned 
that the proposed DBN offers 93% higher precision 
than previous methods that yield better results in 
the classification of MRI brain tumor due to 
Gaussian Bernoulli RBM. The numerical results of 
Precision Comparison is shown in Table 1. 

Table 1. The numerical results of Precision Comparison 

No.of 
images 

probabilistic 
neural 

network 

Fuzzy 
Logic-
Based 

Hybrid 
Kernel 

SVM 

KNN DBN 

100 82 83 85 87 

200 84 85 86 89 

300 86 87 88 90 

400 88 89 89 91 

500 90 91 92 93 

4.2. Recall comparison 

 

Figure 5. Representation of Recall Comparison 

From the above Figure 5, the graph illustrates the 
recall relation for the number of images in the listed 
datasets. These methods are implemented as Fuzzy 
Logic-Based Hybrid Kernel SVM, KNN and DBN.  
Increasing the number of images often increases the 
correct value for the recall. Through this graph, it is 
discovered that the current DBN offers recall 93% 
higher than previous methods. The explanation for 
this is that the DBN extracts the features directly, 
which will enhance the detection and classification 
of brain tumor. The numerical results of Recall 
Comparison is shown in Table 2. 
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Table 2. The numerical results of Recall Comparison 

No.of 
images 

probabilistic 
neural 

network 

Fuzzy 
Logic-
Based 

Hybrid 
Kernel 

SVM 

KNN DBN 

100 85 86 87 89 

200 87 88 88 90 

300 89 89 89 91 

400 90 90 91 92 

500 91 92 92 93 

4.3. F-measure Rate comparison 

 

Figure 6. Representation of F-measure Comparison 

From the above Figure 6, the graph explains the f-
measure relation for the number of images in the 
given datasets. These methods are implemented as 
Fuzzy Logic-Based Hybrid Kernel SVM, KNN and 
DBN. When the number of data is increased, and 
the f-measure value is increased accordingly. From 
this graph it is learned that the proposed DBN offers 
94% higher f-measurement than previous methods. 
Therefore the proposed DBN algorithm is stronger 
than the current algorithms in terms of better 
performance of classifying MRI brain tumor. The 
numerical results of F-measure Comparison is 
shown in Table 3. 

Table 3. The numerical results of F-measure Comparison 

No.of 
images 

probabilistic 
neural 

network 

Fuzzy 
Logic-
Based 

Hybrid 
Kernel 

SVM 

KNN DBN 

100 82 83 85 87 

200 84 85 87 89 

300 86 87 89 91 

400 88 89 91 92 

500 90 91 93 94 

 

4.4. Accuracy comparison 

 

Figure 7. Representation of Accuracy Comparison 

From the above Figure 7, the diagram illustrates the 
processing time relation for the number of images 
in the specified datasets. These methods are 
implemented as Fuzzy Logic-Based Hybrid Kernel 
SVM, KNN and DBN. From this graph, it is known 
that the proposed DBN algorithm is higher than the 
existing algorithms with a high precision rate of 97% 
in terms of better template matching results. This is 
due to the automatic extraction of the function in 
the DBN algorithm, which increases the MRI brain 
tumor classification results. The numerical results 
of Accuracy Comparison is shown in Table 4. 

Table 4. The numerical results of Accuracy Comparison 

No.of 
images 

probabilistic 
neural 

network 

Fuzzy 
Logic-
Based 

Hybrid 
Kernel 

SVM 

KNN DBN 

100 85 89 91 92 

200 87 91 92 93 

300 89 92 93 94 

400 90 93 94 96 

500 91 94 95 97 

V. CONCLUSION AND FUTURE 
WORK 

This research indicates that DBN algorithms are 
used to extract features for the classification of MRI 
braiun tumors with a high precision rate of 97%. 
The machine will considerably divide the tumor into 
three levels; meningioma, glioma, and pituitary 
tumor using contrast-enhanced brain MR images of 
T1 weight. Including more brain MR images with 
different weights and with various contrast 
enhancement techniques to allow the architecture 
to be potentially more versatile and reliable for 
larger image databases will further increase this 
architectural grading performance. The proposed 
model, nevertheless, still poses shortcomings such 
as long calculation time. The next research material 
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will be how to refine the algorithm and shorten the 
run-time. 
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