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Intrusion Detection Attacks Classification using 
Machine Learning Techniques 

 
 
 
 

 

Abstract: Distributing numerous services over the internet is called Cloud Computing. Applications 

and tools like networking, data storage, databases, servers, software are examples of the resources. 

The service provider is required to provide the resource always and from any location. However, the 

network is the most important factor in gaining access to data in the cloud. When leveraging the 

cloud network, the cloud threats take advantage. An intrusion Detection System (IDS) observes the 

network and detects and reports threats. The anomaly method is significant in Intrusion Detection 

Systems. IDS monitors known and unknown data whenever a virtual machine is developed. If any 

anonymous data is detected, the Intrusion Detection System identifies it using an anomaly 

classification algorithm and sends a report to the administrator. Naive Bayes, Decision tree (CART), 

Support Vector Machine, and random forest techniques are utilized in this work to classify unknown 

data. These algorithms are assisting in reducing the percentage of false alarms. This proposed work 

was carried out utilizing the WEKA tool for generating the report, yielding a best result in less 

computing time. 

Keywords: Anomaly Detection, Decision Tree, Naive Bayes, SVM, Random-forest, 

NSL-KDD dataset. 

 

I. INTRODUCTION 

loud computing exists at a remote place 
and delivers service through the 
networks. The applications like data 
storage, infrastructures, server, and 
database can be developed, accessed, and 
manipulated by the user [1]. The users 
could access everything as a service like 

infrastructures, platforms, and software from the 
cloud wherever in the global via the internet and the 
cloud-based connection with two ends. The front 
end should connect with the users and the user 
requires resources such as software/hardware to 
implement for application development, database 
maintenance, and service delivery through the 
network. The other end of the chain should 
communicate with a third party and cloud. On the 
physical layer, the virtual machine monitors (ex., 
IDS) and runs on several virtual machines. The 
development tools, database server, web and 
application servers are completely maintained by 
the third party [2]. 

 Cloud computing is rapidly being used by the 
government, corporate sector, institutions, medical, 
and other organizations. However, they must 
provide a high level of security because many 

network attacks target the cloud. Conventional 
attacks include DDoS, IP spoofing, Port Scanning, 
User to Port, and so on. An IDS is a novel efficient 
technique for protecting packets in a regular 
network. The function of an intrusion detection 
system (IDS) is monitoring the networks and 
forecast harmful behaviour before reporting it to the 
cloud administrator. If an intrusion is identified, the 
IDS generates an alert signal to keep a constant 
observation on the event, whether it is a false alarm 
or true positive. The cloud network IDS has been 
installed on the cloud servers and is maintained by 
the service providers. The IDS manage large scale 
computer systems, scalability, automation, and 
synchronization [3-5]. 

 The network IDS should choose and limit the 
count of features that may be easily derived from 
high data speed. Because the local area network's 
ability to forward packets at one gigabit per second 
is dependent on the speed of hard disk. Though, the 
speed of the hard disk is slower. The framework's 
minimum size is 64 bytes. As a result, 1 to 14.8 
million frames per second may be transmitted. The 
network is monitoring the data during this 
transaction, which is a key problem in cloud 
computing. The most essential problem is data 
detection in practical [6]. 
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 The primary objective of this work is to 
predict data utilizing four algorithms on anomaly-
based approach. These techniques are used in cloud 
computing to create an effective system for 
detecting intrusion and selecting features from 
dataset properties using various tools. The 
anomaly-based approaches are covered in detail in 
this work. The remaining part of the work is 
organized as follows: The anomaly-based 
approaches are briefly described in related works. 
The proposed technique then discusses several 
algorithms used for classification, followed by a 
discussion of datasets in the next section. Section 
four summarizes the experimental data, while the 
final section concludes and discusses future work.  

 

II. RELATED WORK 

 A hybrid network intrusion detection system 
was intended to be installed in each host layer of a 
virtual network. The network-IDS has observed the 
network traffic and reported onto the upper layers 
using signature and anomaly-based methods [7]. 
Only distinguished attacks from the signature 
database were detected by the misuse approach. To 
identify the attacks, the snort rule fast multi-pattern 
matching method was used. However, the anomaly-
based method supported in the detection of 
unknown threats. Statistical modelling, data 
mining, and machine learning approaches were 
employed in anomaly-based systems. Different 
machine learning classification methods were 
employed. These approaches were used in anomaly-
based intrusion detection systems, and they 
provided improved accuracy and secrecy, as well as 
lower computational time and false alarms [8-9]. 

 Mohammed et al. developed two methods for 
classification in [10]. For classifying attacks, one 
technique was the Support Vector Machines, while 
other was the Random Forests. 90% of the data set 
was utilized to train the models and 10% was used 
to test the models, which was inadequate to validate 
the attack detection rate. Although the 
computational time was short, the detection rate 
was not as high as predicted. As a result, more test 
case results were required. 

 In [11], Nabila F et al. implemented a random 
forest technique in IDS. The NSL-KDD data set was 
utilized to compare the performances of a random 
forest model in detecting attacks such as DoS, U2R, 
Probing, and R2L against other conventional 
attacks. However, they were increasing the 
classifier's accuracy in features selection measures. 
The data mining idea combined with IDS was 
proposed in [12] and finds related data, concealed 
data, and associated data with reduced execution 
time. They utilized several classification methods on 
the KDD dataset. This method performed well in 
terms of false alarm and accuracy rates. However, 

two difficulties like inadequacy of user data and the 
approaches have prevented the development of an 
autonomous IDS. 

 In [13], Xueyan J et al. implemented the 
Fuzzy C-Mean technique for clustering to train from 
data set and the K-Nearest Neighbor approach to 
classify attacks unknown. However, additional 
testing and training data were required for better 
outcomes. Rahimeh R et al. presented an anomaly 
detection approach in [14]. This approach was 
evaluated utilizing the KDDCup-99 data set. The 
output showed that this model, when used in feature 
selection from the KDDCup-99 dataset, efficiently 
recognized attacks. This study employed the feed-
forward neural networks model that has been 
trained to detect the attack/normal packets in the 
data set. However, more training and testing 
datasets were required for this study. 

 Opeyemi O et al. presented the decision tree 
method for classification in [15] to identify DDoS 
attack. This work used features selection 
techniques; however, the confusion matrix values 
were not employed. The detection rate and accuracy 
were not specified. There was no explanation on 
how to use the decision tree categories. In [16], Ozge 
cephelli et al. presented a detection method that 
used traffic packets and sensitivity settings from a 
network. To identify the DDoS attack, the presented 
Hybrid-IDS was deployed. As a result, when 
training performance was necessary, the model's 
performance was reduced. For assessment, limited 
samples of the DARPA-2000 dataset were used. The 
proposed model was unclear; therefore, the detailed 
commercial bank dataset was obtained via a 
penetration testing tool. 

III. PROPOSED METHODOLOGY 

 The IDS are divided into two types: 
signature-based approaches and anomaly-based 
techniques. The snort rule was used to detect known 
attacks in signature-based and anomaly-based 
detection. In anomaly detection, several 
classification approaches such as Nave Bayesian, 
Decision tree, SVM, and random forest algorithms 
are utilized to identify unknown threats. 

 It is difficult to identify infiltration during 
severe load by observing real-time traffic. It 
provides a network intrusion detection solution. 
Snort is a very adaptable rule, and it is simple to 
change, unlike commercial NIDS. Snort supports 
four methods (packet logger, sniffer, intrusion 
detection system, and prevention system) [16]. In 
Snort rule, the users can write their own rules for 
outgoing and incoming network packets, and it 
consists of two segments: "The Options" and 
"Header." If the packets should fulfil the threshold 
conditions, the snort rule is all that is required [18]. 
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Figure 1. Workflow of Proposed Model 

 

3.1. Naïve Bayes Classification 

Naïve bayes is a supervised learning 
classifier and a statistical approach for 
classification. The learning process generates a 
functionality that predicts the values of output. 
Following training data, the model produces target 
for new values of input. Given that this approach 
represents the class variables and that the collection 
of characteristics is ℎ1, ℎ2 … , ℎ𝑛. 

𝑝(𝑔/ℎ1, ℎ2 … , ℎ𝑛) =
𝑝(ℎ1,ℎ2…,ℎ𝑛/𝑔) 𝑝(𝑔)

𝑝(ℎ1,ℎ2…,ℎ𝑛)
  (1) 

For all 𝑖 = 1, 2, … , 𝑛 it becomes 𝑝 (
ℎ𝑖

𝑔
) 

P(h/𝑔) denotes the 𝑔 given h probability. 
P(𝑔) denotes the hypothesis 𝑔’s previous 
probability. P(h) represents the training data h’s 
previous probability. P(𝑔/h) was the 𝑔’s probability 
given h in the following equation classification 
technique to aid in the improvement of IDS speed 
and accuracy [19]. 

 

3.2. Decision Tree 

Decision tree was the part of algorithms for 
supervised learning. The principles of DT are simple 
to comprehend and use in learning systems like the 
Weka tool. In this work, the CART (Classification 
and Regression Tree) method is used. The main goal 
of this DT rule was to build the training and 
prediction of class value model. The information 
gain ratio was a value utilized to choose the splitting 
feature in this case. The decision tree is 
characterized as a tree structure, with a decision and 
leaf nodes. The decision node was the root node, 
with every internal nodes representing a feature and 
each leaf node representing a class value. The 
windows are made up of numerous classifiers such 
as bayes, meta, functions, and trees. The following 
equation is used to calculate the entropy of a feature 
E. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐸) = − ∑ 𝑝(𝐸, 𝑖) log(𝑝(𝐸, 𝑖))𝑛
𝑖=1   (2) 

Let A be the total number of intrusion 
classes in the provided dataset, and 𝑝 (𝐸, 𝑖) 
represents the percentage of instances in E allocated 
to the ith class. The dataset G's information gain is 
computed as in following equation: 

𝐺𝑎𝑖𝑛(𝐷, 𝑇) = 𝐼(𝐷) − 𝐼(𝐷, 𝑇)   (3) 

Gain (D, T) of a feature T is impacted by the 
domain size of T and is greatest when each subset Di 
contains just one record. 

A feature's split information Split (D, T) has 
a larger domain size, typically increases. Each 
feature's split information is calculated as follows. 

𝑆𝑝𝑙𝑖𝑡(𝐷, 𝑇) = − ∑
|𝐷𝑖|

|𝐷|

𝑘
𝑖=1 × 𝑙𝑜𝑔2

|𝐷𝑖|

|𝐷|
 (4) 

Where the domain size of T, |T| = k. 

To choose the feature with the highest gain 
ratio, the optimal split node was chosen in equation 
4. This decreased the complexity of computation 
[20]. 

 

3.3. SVM Classifier 

For classification and regression, mostly 
the SVM learning method is used. However, it is 
mostly employed in classification issues. SVM 
operates in two classes using a hyperplane. The 
classification is completed by utilizing a hyperplane, 
which was developed by the greatest margin in the 
training data [10][21]. 

The network intrusion detection system 
detects network intrusion. At times, the Network-
IDS was unsure if the network packets were 
abnormal or normal. Machine learning approaches 
are utilized to classify normal and abnormal packets 
in that important scenario. 

Step 1: Input the data set that includes 41 
characteristics and features. 

Step 2: Preprocess the data to remove unnecessary 
and redundant information. 

Step 3: Use machine learning classification 
algorithms (Nave Bayes, CART, SVM and Random 
Forest) to classify data. 

Step 4: The classification algorithms that were 
utilized to construct the models (trained model) 

Step 5: Determine if the data was abnormal or 
normal. 

Step 6: Finally, the performance of the classifier 
approaches was compared. 
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IV. EXPERIMENTAL RESULTS AND 
DISCUSSION 

 The NSL-KDD dataset, an enhanced version 
of the KDD dataset, is employed for assessment in 
this case. The features of the NSL-KDD dataset 
classified in this work can detect attacks such as 
DOS, Probe, R2L, U2R, and so on. It is also mostly 
utilized for detecting abnormal attacks. The benefits 
of the NSL-KDD dataset were described 
individually. First, because the training set does not 
include unnecessary entries, the classification 
cannot provide a partial output. The following step 
was to process the unnecessary entries with the 
testing dataset. NSL-KDD has resulted in higher 
reduction rates [22]. Each record includes 42 
features that contain data as well as the network's 
five different classifications. One is the original 
class, and the other four are assault classes, which 
were Probe, DOS, U2R, and R2L. Table 1 displays 
the most common forms of attacks in the testing and 
training datasets [23]. 

Table 1. Dataset Description 

Class Training Testing 

Normal 67343 9711 

DoS 45927 7458 

Probe 11656 2754 

R2L 995 2421 

U2R 52 200 

Total 125973 22544 

 

 To undertake classification testing, the 
experimental setup utilizes the NSL-KDD data set 
and the automated data analysis WEKA tool. Weka 
was a data mining technique that includes 
clustering, preprocessing, regressions, features 
selection, and classification model. It is compatible 
with the Windows operating system. To accomplish 
the classification, just 20% of the NSL KDD data set 
was needed. The presentation of the classifier is 
assessed using modified metrics like true positive, 
false positive, accuracy, and computational time. 

 The dataset was initially classified before 
preprocessing, and the classification range was 0 to 
1. (i.e., can chose this range similar to 0.01, 0.05, or 
0.10). The dataset has almost 41 features available 
for selection. This classification effort employs the 
Naive Bayes, CART, SVM, and Random Forest 
methods. The experiment was carried out with the 
help of WEKA (Waikato Environment for 
Knowledge Analysis) tool. The initial stage was to 
preprocess only samples of data before classifying 
them with the algorithms. 

 The data from the NSL-KDD data set has 
been accessed. In the Weka tool, the machine 
learning algorithms were used to detect diverse 

outcome results, and just 20% of the data set was 
used to evaluate the training set. The Weka tool 
produces superior results, and Table 2 shows the 
percentage performance of the classification 
methods produced: TPR, FPR, Accuracy, and 
computational time. 

𝑇𝑃𝑅 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
     (5) 

𝐹𝑃𝑅 =
𝐹𝑃

(𝐹𝑃+𝑇𝑁)
     (6) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
  (7) 

 

 The accuracy value is the percentage of 
correctly classifies cases in relation to the total 
number of occurrences. 

Table 2. Performance Analysis of Proposed Models 

Classifiers TPR FPR Accuracy 
Computation 

Time (ms) 

Naïve Bayes 88.66 0.8 92.51 520 

CART 97.92 1.5 97.18 186 

SVM 98.35 0.6 98.27 120 

Random 
Forest 

98.87 0.5 99.02 135 

 

 Many intruders attacked the virtual machine 
while packets out of the source IP addresses to the 
destination IP transit the networks. When 
compared to Naïve Bayesian classification, SVM, 
CART, and Random Forest algorithms produce 
superior results. Below is a graphical depiction of 
the performance result. Figures 2 and 3 show the TP 
and FP rates based on the machine learning method 
and the NSL-KDD dataset, respectively. 

 Table 2 compares the TPR utilizing 41 
features for training to four methods, with the 
random forest achieving 98.87 percent. It also 
displays the FPR findings utilizing 41 features for 
data training, where the random forest classifier 
achieved the lowest false positive rate. 
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Figure 2. Graphical Plot Comparison of TPR 

 

 

Figure 3. Graphical Plot Comparison of FPR 

 

 The accuracy and computational time are 
compared in Figures 5 and 6. Random-forest has a 
greater accuracy value than SVM, CART, and Nave 
Bayesian classifiers. And when the computational 
time was compared to others, the SVM comes out on 
top. 

 The graphical representations illustrated the 
performance of the four machine learning 
algorithms with the results. The maximum TPR for 
any algorithm is 90%, however the random forest 
has 98.87 percent TPR and an extremely low FPR. 
When compared to the other classifiers, the random 
forest outperformed them all. Its accuracy is 99.02 
percent, and the random forest computing time is 
minimal. 

 

Figure 4. Graphical Plot Comparison of Accuracy 

 

 

Figure 5. Graphical Plot Comparison of Computational 
Time 

 

V. CONCLUSION AND FUTURE 
WORK 

 In this research, the performance of an 
intrusion detection system based on various 
machine learning algorithms was analyzed. The 
NSL-KDD dataset was used in this work to test 
Naive Bayes, SVM, CART, and Random Forest 
algorithms. There are 41 features accessible in this 
dataset. It mimics the training data by replicating 
the pre-processed dataset. Conventional attacks 
include DDoS, IP spoofing, Port Scanning, User to 
Port, and so on. The IDS has a novel effective 
approach for safeguarding packets in a conventional 
network. To increase the accuracy and lower false 
alarm, dataset samples for anomaly approaches 
were employed. The simulation results revealed that 
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random forest outperforms in terms of TP rate by 
almost 0.5 percent to 10.2 percent. The random 
forest has a higher FP rate than others, although it 
is 1% lower than CART. The random forest classifier 
outperforms other classifiers in terms of accuracy, 
with an increase ranging from 0.7 to 6.5 percent. 
SVM also has a faster execution time than others. 
The key finding is that random forest outperforms 
alternative classifiers. According to the proposed 
research, an effective network IDS technique in 
cloud computing was established. In the future, the 
optimum feature selection method may be used to 
minimize the attributes and construct the training 
model. 
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